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Ocean Optics Protocols for SeaWiFS Validation

PREFACE

The Nimbus-7 Coastal Zone Color Scanner (CZCS) introduced remotely sensed ocean color as a powerful new

tool for observing ocean bio-optical properties. Through the early 1980s, CZCS data were exploited by a growing

number of scientists studying marine phytoplankton, ocean productivity, and ocean optical properties. Practical

applications to marine fisheries were also demonstrated. Unfortunately, a successor ocean color imaging system
was not developed before the CZCS ceased operating in mid-1986. At present, therefore, research in these areas

is limited to retrospective, albeit productive, investigations of the CZCS historical database. In late 1993, the

launch of the Sea-viewing Wide Field-of-view Sensor (SeaWiFS), the next generation ocean color sensor, will

bring to the ocean community a welcomed and improved renewal of ocean color time series observations.

The CZCS experiment was unquestionably a scientific success, but it also taught the participants that the

satisfactory performance of a satellite remote sensing system cannot be taken for granted. Initially, after launch

and periodically throughout its five-year minion, the SeaWiFS system performance, including algorithms, must

be independently verified using in situ optical measurements of the ocean and atmosphere. It is imperative that
these supporting optical measurements meet a uniform standard of quality and accuracy if the primary SeaWiFS

goals of 5% accuracy in water-leaving radiance and 35% accuracy in chlorophyll a concentration are to be met, or

even closely approached. To that end, the National Atmc_pheric and Space Administration's (NASA) Goddard
Space Flight Center (GSFC) SeaWiFS Project convened a workshop to draft protocols and define standards for

optical measurements to be used in SeaWiFS radiometric validation and algorithm development, and validation.

This document reports the protocols agreed to by the participants, as expanded by the authors, in consultation

with the participants and others in the ocean bio-optics community.

The Ocean Optics Protocols for SeaWiFS Validation are intended to provide standards, which if followed

carefully and documented appropriately, will assure that any particular set of optical measurements will be
acceptable for SeaWiFS validation and algorithm development. It is true that in the case of ship shadow

avoidance, for example, there are some circumstances in which acceptable radiometric profiles may be acquired
considerably closer to a ship than is specified here (section 5.I.1). _Vhen the pro toc_s are not followed in such

cases, however, it is incumbent upon the investigator to explicitly demonstrate that the actual error levels are
within tolerance. The most straightforward way for an investigator to establish a measurement that is accurate

enough to meet the SeaWiFS standards, and is uncontaminated by artifacts such as ship shadow, will be to

- p olsadhere closely to the rotoc .

|n general, the specifications and protocols set forth here simply describe and adapt instrument specifications

and procedures that are common practice in the oce" an opti_ community. However, protocols in several areas

call for significant improvements over today's instruments and practices; these very challenging protocols should,

at least for the present, be regarded more as goals than as strict requirements. The motives for adopting these

goals as protocols are that theimprovements called for are necessary to meet th%extremely challenging SeaWiFS

accuracy goals, and that the community feels that we can closely approach these standards with a significant but
affordable effort. Areas in which new research and development must be done to satisfy challenging protocols

are summarized below.

1. Model sensitivity studies and experimental verifications are needed to develop methods for adjusting
in situ radiometric measurements at a given wavelength to correspond to SeaWiFS measurements at

a wavelength as much as 4 nm away, and with a different spectral response function (sections 3.1.1
and 6.1.7), - -

2. Laboratory research is needed to improve absolute standards of radiance, irradiance, and associated
absolute calibration procedures, to achieve or approach 1% internal consistency in the responsivity
calibrations of radiometers to be used in Sea_ViFS validation experiments (sections 4.2.2 and 4.2.3).

3. Radiometric linearity test procedures must be improved to extend linearity characterizations over

the full operating d)mamic ranges (Tat)le-4) of the various irradiance and radiance sensors (section

4.1.7). This is especially critical for downwelling irradianee measurements at the sea surface, where
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irradiancesof laboratory irradiance standards are only 2-15%, depending on wavelength, of saturation

irradiance.

4. Instrument self-shading effects are a significant, but probably correctable, source of error (sections

3.1.8 and 5.1.6). The maximum diameter of a radiometer for which self-shading error can be corrected
to within less than 5% varies with the absorption coefficient and, therefore, as a function of wavelength

and water mass, and of solar zenith angle. For oligotrophic to moderately turbid coastal water

masses, wavelengths less than 600nm and solar zenith angles greater than 30 °, upwelled irradiance
and radiance data from many of the currently popular radiometers, having diameters of 20-40 cm, can

be adequately corrected. In more general conditions, however, new instruments must be developed

to minimize self-shading effects, particularly for near-infrared wavelengths and in Case 2 waters.

Furthermore, candidate correction models must be verified experimentally.

5. Measurements following the stringent protocols for avoiding ship shadows and reflections will require
exclusive use of profiling radiometer configurations which are not in wide use today (section 5.1.1).

Tethered free-fall systems appear to offer the most economical approach to meeting these requirements.
More sophisticated and expensive approaches include optical' systems on either remotely operated

vehicles (ROV), or on small surface platforms with self-contained winches.

6. Quantitative characterization of polarization sensitivity is critical for any airborne radiometer to be
used for SeaWiFS radiometric validation, or algorithm development and validation. Protocols and

procedures for polarization sensitivity characterization must be developed in more specific detail than
we were able to do here because of time constraints (sections 3.3 and 4.3).

7. The accuracies specified here for cosine responses of irradiance collectors are significantly better than

is typically realized in commercially available radiometers (section 3.1.5). Moreover, the specified ac-

curacies may challenge the precision of the laboratory procedures used to characterize an instrument's

cosine response (section 4.1.5). Error in cosine response almost directly translates to an equivalent

error in downwelling irradiance for the clear-skies case so critical to SeaWiFS validation. Therefore,

a significant effort to carefully characterize the effect, and to work with instrument manufacturers to

approach or achieve the specified accuracies, is an important factor in our strategy for reducing the
overall error budget for water-leaving radiance measurements to less than 5%.

8. The use of a portable standard to trace a radiometer's performance stability during the course of

a field deployment is called for in the present protocols (section 4.2.5). Several manufacturers offer

reasonably portable radiometric sources, which may be suitable for this purpose, but laboratory and
field evaluations must be carried out to prove their suitability and develop detailed procedures for

their use in the field.

9. The present protocols for deploying and analyzing data from moored and free-drifting optical systems

are tentative, preliminary, and incomplete. Although moored and drifting optical systems have been

used successfully in several oceanographic experiments, there are no previous examples of their use for

ocean color remote sensing algorithm development, or for radiometric validation of airborne or satellite

radiometers. New moored and drifting optical s:_tems are currently being developed and tested, in

preparation for applications to SeaWiFS validation. As results from these efforts become available,

new and detailed protocols for making these measurements will be developed and distributed.

The protocols and recommendations in this document attempt to represent and consolidate the contributions of

the workshop participants, and of many others who participated in the review process. The final document has,

by necessity however, been interpreted and written by us and we accept full responsibility for any remaining mis-
takes and misrepresentations. As can be readily deduced from the above list of critically needed improvements,

this document represents only a first attempt to establish protocols for ocean optical measurements. It will be

appropriate to develop and issue a revised set of protocols, reflecting our collective experience in pre-launch

algorithm development activity, just prior to the scheduled SeaWiFS launch.

San Diego, California
March 1992

--J.L.M. and R.W.A.
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ABSTRACT

This report presents protocols for measuring optical prop_ties, and other environmental variables, to validate

the radiometric performance of the Sea-viewing Wide Field-of-view Sensor (SeaWiFS), and to develop and

validate bio-optical algorithms for use with SeaWiFS data. The protocols are intended to establish foundations

for a measurement strategy to verify the challenging SeaWiFS accuracy goals of 5% in water-leaving radiances

and 35% in chlorophyll a concentration. The protocols first specify the variables which must be measured, and

briefly review rationale. Subsequent chapters cover detailed protocols for instrument performance specifications,

characterizing and calibrating instruments, methods of making measurements in the field, and methods of data

analysis. These protocols were developed at a workshop sponsored by the SeaWiFS Project Office (SPO) and

held at the Naval Postgraduate School in Monterey, California (9-12 April, 1991). This report is the proceedings

of that workshop, as interpreted and expanded by the authors and reviewed by workshop participants and other

members of the bio-optical research community. The protocols are a first prescription to approach unprecedented

measurement accuracies implied by the SeaWiFS goals, and research and development are needed to improve

the state-of-the-art in specific areas. The protocols should be periodically revised to reflect technical advances
during the SeaWiFS Project cycle.

1. INTRODUCTION

The National Aeronautics and Space Administration's

(NASA) SeaWiFS Prelaunch Science Working Group (SP-

SWG) has recommended baseline satellite ocean color prod-

ucts consisting of normalized water-leaving radiance (LwN)
at five wavelengths, aerosol radiance at three wavelengths,

chlorophyll a concentration, chlorophyll-like pigment (chlo-
rophyll a plus phaeopigment a) concentration, the diffuse

attenuation coefficient at 490nm, K(490), and calibrated
radiances observed at the satellite. The primary SPSWG

goals for product accuracy are derived water-leaving ra-
diances to within 5% and chlorophyll a concentration to

within 35% in Case 1 waters, both globally and through-

out a five-year mission. These goals have been accepted

by NASA, who has the responsibility to lead a product
assurance, calibration, and validation program which will

determine how well the commercially procured ocean color

data fulfills the contractually stated NASA requirements.

This report specifies the type and quality of support-

ing in situ optical measurements and analytical protocols

needed to develop bio-optical algorithms and validate the
SeaWiFS calibration. The observations and data will nec-

essarily accrue over several years from a variety of sources,

using different instruments and techniques. To be useful,

the data must be internally consistent, of known and doc-

umented accuracy, and in a readily accessible form.
A workshop was conducted to draft protocols, stan-

dards, and sampling strategies for optical measurements to

be used for SeaWiFS algorithm development and system

validation. Also addressed were procedures for obtaining

biogeochemical observations to validate chlorophyll a con-

centrations derived from SeaWiFS data. The findings and

recommendations of the workshop are presented here. Al-
though immediate concerns have focused this document

on preparations for the SeaWiFS mission, the capabilities

of the Japanese Ocean Color Temperature Sensor (OCTS),

the Moderate Resolution Imaging Spectrometer (MODIS),

Medium Resolution Imaging Spectrometer (MERIS), the

German Reflecting Optics System Imaging Spectrometer

(ROSIS), and other potential ocean color sensors are also

recognized, with the intent of developing databases rele-
vant to future needs.

The key objective of the working group was to rec-

ommend protocols and standards for supporting in situ
optical measurements that will define:

I. The required and useful optical parameters for

validation of SeaWiFS normalized water-leaving

radiances and atmospheric correction algorithms,
and for monitoring the satellite sensor's calibra-

tion and stability.

2. The measurement requirements and standards,

including definitions of quantities, wavelengths,

sensitivity, accuracy and stability, field-of-view

(FOV) and band specifications.

3. The instrument characterization, intercalibration,

and related protocols, including:

a) laboratory calibration and characterization

measurements, accuracies and procedures to be
applied to instruments used in SeaWiFS valida-

tion and algorithm development activities;

b) pre- and post-deployment measurements and

procedures for moored instruments; and

c) procedures for instrument calibration and char-

acterization, and requirements for record keep-

ing and traceability, including intercalibrations

of radiometric and optical standards between

participating laboratories.
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4. Theat-seaopticalsamplingstrategyandproto-
cols,includingsuchconsiderationsas:
a) therationaleandjustificationsfor moored,
underway,drifting,shipboard,andairbornemea-
surements;
b)depthresolutioninopticalprofiles,totalsam-
plingdepths,andshipshadowavoidance;and
c) timeof day,skyconditions,season,andgeo-
graphicconsiderations.

5. Theanalysisapproachesto beused,including
theproceduresandmethodologiesrecommended
for generatingvariablesfromthe in situ obser-

vations, e.g., LwN(z) from L_,(z), K(z), remote

sensing reflectance, etc., and error analysis.

6. The protocols for obtaining ancillary measure-

ments, data archiving, database population, and
access to the data.

7. The atmospheric measurements and the degree

to which standard methodologies are available.

Development and validation of bio-optical algorithms

for SeaWiFS will be addressed by a separate working group,
thus,these topics are briefly examined in this report. None-

theless, the SPSWG was charged with identifying data re-

quirements and sampling strategies for bio-opticai support

measurements in the context of the optical and radiometric

measurements, including:

1. Discrete chlorophyll a and pigment concentra-

tions will be measured using the U.S. Joint Glo-

bal Ocean Flux Study (JGOFS) program's pro-
tocols and standards for high performance liq-

uid chromatography (HPLC) pigment sampling

and analysis, which are adopted by reference to

JGOFS Core Measurement Protocols, Chapter

9, "Pigments and Chlorophyll."

2. The roles of underway, moored, and discrete chlo-

rophyll a fluorescence, and its calibration for sat-

ellite data product validation.

3. Other biogeochemical quantities, e.g., coccoliths,

detritus, suspended sediment, and colored dis-

solved organic material (CDOM), needed for the

baseline products and the extent to which stan-
dards and protocols have been defined for them.

This report is complementary to anticipated reports of U.S.

and International JGOFS working groups, which are con-

currently evaluating bio-optical needs and sampling strate-

gies for their respective science programs.

1.1 Sensor Calibration

The SPO must make every effort to track the sensor's
performance throughout the duration of the mission. Since

the instrument will be designed for a five-year mission, it

is certain that the sensor calibration at each wavelength

2

will change in some unpredictable manner as a function

of time. Experience with the CZCS has shown it is very
difficult to determine a sensor's calibration once it has

been launched (Viollier 1982, Gordon et al. 1983, Hovis et

al. 1985, Mueller 1985, and Gordon 1987). Similar prob-
lems have been encountered with other Earth observing

systems, such as, the National Oceanic and Atmospheric

Administration's (NOAA) Advanced Very High Resolution

Radiometer (AVHRR) (Brown and Evans 1985, Weinreb et

al. 1990). Because of the large atmospheric contribution to
the total observed radiances (Gordon 1981) and the great

sensitivity of the bio-optical algorithms to the estimated

water-leaving radiances (Clark 1981), small errors in the

calibration can induce sizable errors in derived geophysical

products, rendering them useless for many applications.

By processing large quantities of so-called "clear water"
imagery, pigment concentrations less than 0.25 mg m -a,

(Gordon and Clark 1981), Evans (unpub.) was able to de-
velop a vicarious calibration that was used in the global

processing of the entire CZCS data set (Esaias et al. 1986,

Feldman et al. 1989). However, the approach requires as-

sumptions that may limit the scientific utility of ocean
color imagery. Specifically, the normalized clear water-

leaving radiances, LWN(443i, LWN(520), and LWN(550),

were assumed to be 1.40, 0.48, and 0.30 mW cm -2/zm -1

sr -1, respectively. The AngstrSm exponents were assumed

to be zero and certain geographical regions such as the Sar-

gasso Sea were assumed to be clear water sites at all times.

Under these assumptions, analyses of the derived (LwN)

values were used to calculate calibration adjustment coef-
ficients to bring CZCS derived (LwN) values into agree-

ment for these regions. The vicarious calibration of the

443 nm band is tenuous because of the great variability in

Lwu(443) even in clear water. Additionally, certain com-

mand and engineering data from the Nimbus-7 platform

were not archived, so that a detailed analysis of possible

effects related to the spacecraft environment and operation

on the Calibration could not be performed.

Unlike the CZCS, SeaWiFS will routinely produce geo-

physical fields in a near real-time, operational mode for

distribution to the science community. This aspect of the

mission necessitates constant evaluation of the sensor per-

formance and the derived products. Therefore, a mul-
tifaceted approach to address the problem of sensitivity

degradation and sensor characterization is required during

both the prelaunch and post-launch phases. The goal is

to ensure that SeaWiFS ievel-i radiances are accurately

known and meet the specifications of the SPSWG.
The plan includes both onboard and vicarious calibra-

tion approaches. SeaWiFS will have a solar measuring

diffuser plate to reference the response to the sun (Gor-

don 1981) and also will be capable of periodically imag-

ing the moon by maneuvering the spacecraft. The vicari-

ous calibration program will incorporate measurements of
water-leaving radiances and other related quantities, from

ships, drifting buoys, and fixed moorings, to develop time
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series and geographically diverse samples of oceanic and

atmospheric data sets. Each approach has advantages and

disadvantages, but when combined, provide a complemen-
tary and comprehensive data set that will be sufficient to

monitor short-term changes and long-term trends in the

sensor's performance.

gram is to independently evaluate suggested improvements
or additions to the SeaWiFS products. This component of

the calibration and algorithm development program will

run in parallel with, but off-line from, operational process-

ing and will provide an essential mechanism for incorpo-

rating data and analyses from the community at large.

1.2 Bio-Optical Algorithms

The SPO will be responsible for producing a standard

set of derived products and will produce both cgcS-type

products and baseline products. The CZCS-type products
will consist of pigment concentration, K(490), five normal-

ized water-leaving radiances, and three aerosol radiances

based on constant default wavelength dependence (epsilon)

coefficients in aerosol corrections. The proposed baseline

products will include five normalized water-leaving radi-

ances, K(490), chlorophyll a concentration, three aerosol

radiances, and one or more error analysis products.

The basic quantities to be computed from the sensor

radiances are the water-leaving radiances, from which all

other derived products, except the aerosol radiances, are

computed. Every effort must be made to ensure these ra-

diances meet the specifications of the SPSWG, i.e., :h5%

in Case 1 waters. This requires the atmospheric correc-

tion algorithms be considerably more sophisticated than

the current CZCS algorithms.
The baseline bio-optical products must meet the ac-

curacy requirements established by the SPSWG over a

variety of water masses. The current CZCS algorithms

were based on a data set consisting of fewer than 50 data

points (only 14 observations were available for the band-
2-to-band-3 ratio algorithm) and performed poorly in re-

gions of high chlorophyll a concentration, high suspended

sediment concentration, high colored dissolved organic ma-

terial concentration, and coccolithophorid blooms (Groom

and Holligan 1987). Accurate estimates of the baseline

products are essential if SeaWiFS is to be useful in pro-

grams such as the Global Ocean Flux program [National

Academy of Science (NAS) 1984]. SeaWiFS will have the

capability, due to improvements in the signal-to-noise ratio

(SNR), digitization, dynamic range, and wavelength selec-

tion, to increase the accuracy of these products and to flag
areas where anomalies or low confidence conditions exist.

Clearly_ a much larger database will be needed for devel-

oping a broader variety of bio-optical algorithms, some of

which will be region specific. Therefore, the radiometric,

optical, and chemical field observations used in deriving

the bio-optical algorithms and for the satellite vicarious

calibration must conform to stringent requirements with

respect to instrument calibration and characterization, and
to observation protocols specified to take advantage of Sea-

WiFS capabilities.
The SPO will manage a program to compare the vari-

ous atmospheric correction and bio-optical algorithms pro-

posed by the science community. The purpose of this pro-

1.3 Community Participation

The SPO will rely on the oceanographic community to

perform field research for atmospheric and bio-optical algo-

rithm development, and for all of the in situ data collection
for the vicarious sensor calibration. A minimal subset of

these observations will be sponsored by the SPO, but many

projects sponsored by NASA's Research and Application

Program and other agencies are expected to make major

contributions to the global five-year effort. This requires
close coordination of these programs and a clear defini-

tion of the observations, accuracies, and data Collection

protocols that are required for each type of activity. The

purpose of this document is to clarify these requirements.

1.4 Vicarious Calibration

For ocean observations, it is easy to show (Gordon

1987 and 1988) that satellite sensor calibration require-

ments based on the quality of the existing CZCS pigment

algorithms exceed currently available capabilities. In addi-
tion, the sensor calibration is unlikely to remain unchanged

through launch and five years of operation in orbit. The

only foreseeable way of approaching the ocean calibration
needs is through vicarious calibration, i.e., fine tuning the
calibration in orbit.

The methodology used to achieve vicarious calibration

for CZCS was described in detail by Gordon (1987). First,
the calibration was initialized after launch by forcing agree-
ment between the sensor determined radiance and the ex-

pected radiance based on radiometric measurements made
at the surface under clear atmospheric conditions. Next,

since the CZCS responsivity was observed to be time de-

pendent, the algorithms were applied to other scenes char-

acterized by bio-optical surface measurements and more

typical atmospheres, and the calibration was adjusted un-

til the measured water-leaving radiances were reproduced.

Finally, the surface measurements of pigments were com-

bined with satellite pigment estimates for a wide variety of

atmospheric conditions, and the radiance calibration fine

tuned until the best agreement was obtained between the

retrieved and true pigments.
The CZCS vicarious calibration was not radiometric.

Rather, it was a calibration of the entire system--sensor

plus algorithms. To predict the radiance measured at the

satellite, Lt, the water-leaving radiance, the aerosol opti-

cal thickness, and the aerosol phase function are all re-

quired. Also needed are ancillary data such as the surface

pressure, the wind speed, and the ozone optical thickness.

3
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These data for vicarious calibration and validation are to

be obtained by measuring the upwelling radiance distri-

bution just beneath the surface, along with the aerosol

optical thickness and the sky radiance, at the time of the

satellite overpass. The sky radiance will be used to deduce

the required information about the aerosol phase function

(Voss and Zibordi 1989). The data set will be used to de-

duce Lt, at the top of the atmosphere, coincident with a

SeaWiFS overpass from which the calibration will be ini-

tialized. This exercise is essential for calibrating the Sea-

WiFS system, i.e., sensor plus algorithms, and cannot be

effected without a high quality surface data set obtained

simultaneously with the satellite imagery.

2. DATA REQUIREMENTS

The prime objective of in-water optical measurements

for SeaWiFS is to derive accurate normalized water-leaving
radiances that will be used both for direct validation com-

parisons with those derived from SeaWiFS data, and to de-

velop and validate in-water bio-optical algorithms. There-
fore, a comprehensive field program to measure optical and

biogeochemical state variables will be required.

The required and useful variables to be measured for
SeaWiFS validation are listed in Table 1 for radiometric

initialization and ongoing validation, and for bio-optical

algorithm development and validation.

2.1 Initialization and Calibration

Surface incident spectral irradiance Ed(0-,A), down:

welled spectral irradianee Ed(z, A), and upwelled spectral

radiance Lu(z, _) are the fundamental measurables needed
to derive normalized water-leaving radiances in most cir-

cumstances. Other ambient properties, like sky radiance,

sea state, wind velocity, etc., are also useful initialization
and calibration measurements and are discussed below.

Surface incident spectral irradiance Ed(O-, A) is usu-

ally derived from surface irradiance, E_(A), measured on a

ship well above the water, but use of a radiometer floated

just beneath the surface (z = 0-) may provide a better

approach (sections 3.2.1 and 5.1.4). Ea(0-,A) varies due

to fluctuations in cloud cover and aerosols, and with time

of day, i.e., solar zenith angle. Profiles of Ea(z, A) and

L_,(z, A) must be normalized to account for such variabili-
ties during a cast.

Downwelled spectral irradiance Ea(z, A) is required to

compute the diffuse attenuation coefficient, K(z, ,_), which
in turn, is needed for diffuse attenuation coefficient algo-

rithm development (Austin and Petzold 1981), and for

optically weighting the pigment concentrations to be es-
timated from remotely sensed ocean color (Gordon and

Clark 1981). Ed(z, A) is also required to compute remote

sensing reflectance RL(Z,A), which is used to normalize

Lt,(z, )_) when developing and validating bio-optical algo-
rithms. The need for this normalization arises because

4
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the spectrum of incident irradiance varies with changing

solar zenith angle and atmospheric conditions. E_(0-, A)

can then be used, through RL(z, A), to convert L_(0-,A)

measured under a given set of illumination conditions, e.g.,

overcast to normalized water-leaving radiance LWN (A) that
will be measured under the restricted illumination and

viewing conditions which are associated with SeaWiFS mea-

surements. As with L,(0-, A), Ea(0-, A) must be deter-

mined by extrapolation from a profile of E_(z, A) over the

upper few optical depths and reconciled with direct sur-

face measurement of E_ (A). [Optical depth, _-(z, A), in the

context of this report is the integral of K(z, A), for either
radiance or irradiance, depending on the context, from the

surface to a given depth z.]

Upwelled spectral radiance L_(0-,A) is the in-water
variable which, when propagated upward through the sea

surface leads to the "measured" value of Lw(A). Lw(A) is

in turn adjusted using Ea(A), to derive normalized water-

leaving radiance, LWN(A), for a Clear-sky zenith sun at

mean Earth-sun distance. Unfortunately, it is not practi-

cal to measure L,,(0-, A) precisely at an infinitesimal depth
below the surface. Therefore, the profile of L_(z, A) must

be measured over the upper few optical depths with suffi-

cient accuracy to determine KL(Z, ),) for L,(z, A) and to

propagate L_(z, A) to the surface. At near-infrared wave-
lengths, the first optical depth is confined to the upper few

tens of centimeters. Determination of L_,(0-,A) in this

situation is more challenging and will require special in-

struments and experiment designs to accommodate the ef-

fects of instrument self-shading, wave focusing, small-scale

variability, possible fluorescence, Raman scattering and ex-

tremely small working volumes. Careful measurements of

inherent optical properties, including a(z, A), c(z, A), and

bb(z, A), and spectral fluorescence may be useful, in ad-
dition to Ea(z,A) and Lu(z, A) measurements made with

specially designed radiometers.

Sky radiance, is required to enable estimation of the

aerosol phase function through inversion of the radiative

transfer equation. It is also useful for estimating the mean

cosine of the transmitted light field in the water. The sky

radiance should be measured directly; however, for the lat-

ter application it need only be estimated by occulting the

sun's image on a deck cell measuring the incident spectral

radiance from the sun and sky. The mean cosine at the

surface can be used with profile measurements of Ed(A),

E_(A) and c(A) to estimate bb(A) (Gordon 1991). An abil-

ity to exploit this and similar relationships will greatly
enhance both development and verification of bio-opticai

algorithms. The spectral sky radiance distribution over

zenith and azimuth angles is required to determine the

aerosol scattering phase functions at radiometric compar-

ison stations during the system initialization cruises and

will be very useful if measured at all validation stations

throughout the mission.

Upwelled radiance distribution measurements just be-
neath the sea surface will be required for quantifying the

i
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Table 1. Required observations for initialization and system calibration for satellite product verification and radiative
transfer (also ongoing calibration and atmospheric algorithm validation studies) and bio-optical algorithm development
and validation.

Primary Optical Measurements

Product Radiative Bio-opticalVerification Transfer Algorithms

Incident Spectral Irradiance, Ed (0-,),)

Downwelled Spectral Irradiance, Ed(z, :k)

Upwelled Spectral Irradiance, L_,(z, A)

Spectral Solar Atmospheric Transmission, rs(,k)

Submerged Upwelled Radiance Distribution, L(z, O, ¢)

Spectral Sky Radiance Distribution

Upwelled Spectral Irradiance_ E_( z 7)_)
Calculated or Derived Variables

X

x

X

x

X

X

X

X

x

x

x

X

X

x

Water-leaving Radiance, Lw(O-, )0

Attenuation Coefficient Downwelled Irradiance, KE(Z, )_)
Attenuation Coefficient Upwelled Radiance, KL(Z, A)

Spectral Reflectance_ RL ( Z_ A)

Ambient Properties

x

X

x

x

X

x

x

X

Sea and Sky State Photographs

Wind Velocity
In situ Fluorescence Profiles

Aerosol Samples
Temperature and Salinity Profiles

Secchi Depth

x

x

x

x

x

x

x

x

X

X

Primary Biogeochemical Measurements

Phytoplankton Pigments (HPLC Technique)

Phytoplankton Pigments (Fluorometric Technique)

Total Suspended Material (TSM) Concentration

Colored Dissolved Organic Material (CDOM)

Inherent Optical Properties

X

x

x

x

x

x

X

x

Spectral Beam Attenuation Coefficient, c(z, A)

Spectral Absorption Coefficient, a(z, A)

Spectral Backscattering Coefficient, bb(z, A)

Spectral Volume Scattering Function, fl(z, A, O)

Red Beam Attenuation_ c(z_ 660 nm)

Algorithm Specific Research Measurements

x

X

x

x

x

X

X

X

x

X

Airborne Fluorescence and Radiances

Coccolith Concentration

Detritus Absorption Coefficient
Humic and Fulvic Acids

Inorganic Suspended Material

Organic Suspended Material

Particle Absorption Coefficient
Particle Fluorescence

Particle Size Spectra

Particulate Organic Carbon (POC)

Particulate Organic Nitrogen (PON)

Phycobilipigments Concentration

Phytoplankton Species Counts

Primary Productivity (14C)

Total Dissolved Organic Carbon (DOC)
x = Needed for the indicated effort.

x x

x

x x

X

x

x

x x

x

X x

X

x

x

X

X

X
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angular distribution of water-leaving radiance at stations

used for system calibration initialization and long-term

system characterization. These measurements will also be
useful in relating radiance and irradiance reflectance, and

K profiles, to inherent optical properties and biogeochemi-

cal substances, e.g., chlorophyll a and colored dissolved or-

ganic material, during bio-optical algorithm development
and validation.

Atmospheric transmit tance spectra should be measured

using a sun photometer in order to determine aerosol op-

tical depths at each station. These data are particularly

needed to verify the atmospheric corrections in direct com-

parisons between SeaWiFS Lw(_) estimates and those de-
termined from in-water L_,(0-, A).

Sea state photographs are required to document surface

wave conditions during radiometric measurements. This

information is essential for identifying measurements made

under questionable environmental conditions.

Wind velocity is required to generate through models,
estimates of the surface wave slope distribution, which will

be used to calculate reflected skylight and sun glint in ra-

diative transfer models (Cox and Munk i954). Surface
wave models driven by wind velocity may also be used to

provide quantitative estimates of surface wave induced ra-
diometric fluctuations. Qualitatively, wind velocity, and

photographs or videotape recordings, of sea state will be
useful for assessing station data quality.

Upwetled spectral irradiance E_,(z, )_) is a useful mea-

surement, in addition to Ed and Lu because there exist

both empirical and theoretical relationships between in-

herent optical properties, phytoplankton pigments, total

suspended matter, and irradiance reflectance. L_,(0-, A)
and E_(0-, ),) are related by the factor Q(A), which is not

well determined at present. Combined measurements of

Lu(0-, A) and Eu(0-, )_) will be extremely useful in de-
termining Q(A), which will in turn, allow traceability of

SeaWiFS measurements to previously derived irradiance

reflectance relationships and algorithms.

Inherent optical properties, including spectral volume

absorption, spectral beam attenuation, spectral backscat-

tering, and integral moments of the volume scattering func-

tion will be useful, but not required, aids to relating nor-

malized water-leaving radiances to chlorophyll a and other

bio-optical variables. Eventually, a sufficiently complete

description of inherent optical properties may provide a

set of physically based bio-optical algorithms and models

of water-leaving radiance. In particular, measurements of
inherent optical properties may be valuable in modeling

upwelled radiance spectra at near-infrared wavelengths,
where the remote sensing optical depth is confined to the

upper few tens of centimeters, a region where direct mea-

surements of L_(0-, A) are especially difficult.
Red beam attenuation coefficient, c(660), and in situ

chlorophyll a fluorescence measurements are exceptionally

useful in analyzing profiles of Eu(z), L_(z), and Eu(z) to

derive profiles of Ku(z), KL(Z) and K_,(z), respectively. If

for SeaWiFS Validation

these profiles are viewed in real time, they are also use-

ful guides for taking water samples at depths that allow
the vertical structure of chlorophyll a and suspended par-

ticles to be accurately resolved in the top optical depth.

Finally, the chlorophyll a fluorescence profile is used to in-

terpolate HPLC and extracted fluorescence measurement

of chlorophyll a concentrations from water samples at dis-

crete depths. It is desirable to make these measurements
simultaneously with irradiance and radiance profiles, only

if it can be done in a way to avoid self-shading of the in-

strument (section 5.1.6).

Secchi depth measurements are required for real-time

assessment of water transparency during a station and as

a quality check during analysis of radiometric profiles.
Aerosol concentration samples using high volume tech-

niques will be useful, in conjunction with aerosol optical

depth spectra determined from sun photometer measure-

ments, for chemical, size, and absorption characterization

of aerosols, especially in studies of the effects of Saharan
and Asian dust clouds on atmospheric corrections.

2.2 Biogeochemical Properties

Pigment concentrations will be determined, using the

HPLC method and standards adopted by the JCOFS pro-

gram, to develop and validate chlorophyll a algorithms and

assess the effects of accessory pigment concentrations on
water-leaving spectral radiances. These data will also be
used to calibrate continuous profiles of chlorophyll a fluo-

rescence (section 2.1). Phytoplankton pigment concentra-
tion will also be determined using classical chlorophyll a

and phaeopigment fluorescence techniques that were used
for CZCS pigment validation and algorithm development.

The HPLC technique provides more accurate and precise

information for a greater number of pigments, but gives dif-
ferent values than does the fluorescence method for various

species compositions and chlorophyll a to phaeopigrnent ra-
tios. While the HPLC method is the primary pigment

technique required for SeaWiFS, the classicaitechnique is

still required to allow the CZCS and SeaWiFS data sets

and algorithms to be compared.

Phycobilipigments, common in some cyanobacteria and

prymnesiophytes, are treated separately from the HPLC
fat soluble pigments. The concentration of these water

soluble pigments is important due to the contribution of

solar stimulated phycoerythrin fluorescence to the under-

water light field and also to characterize the phytoplankton

population. Phycobilipigment species at times, account for

a major fraction of the primary productivity, especially at

high latitudes and in oligotrophic waters, and have been

difficult to quantify due to their small size. These mea-
surements are not required, because SeaWiFS does not

contain bands at their absorption or fluorescence peaks,

but they are desireable, since several aircraft sensors do,

e.g., the Airborne Visible/Infrared Imaging Spectrometer

(AVIRIS), Airborne Oceanographic Lidar (AOL), the Mul-

6
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tispectraiAirborneRadiometerSystem (MARS), and fu-

ture satellite sensors, e.g., the Moderate Resolution Imag-

ing Spectrometer (MODIS) and the Medium Resolution

Imaging Spectrometer (MERIS).

Total suspended materia/(TSM) measurements are re-

quired to assess the effect of suspended sediment on the de-

rived products. TSM is of primary importance in coastal

waters, where simple radiance ratio algorithms for TSM

have accuracies equivalent to, or better than, those for es-

timating chlorophyll-like pigment concentration. Organic
suspended matter and inorganic suspended matter concen-

trations are subfractions of TSM; this partitioning of TSM

is particularly useful in process studies.

Particulates, both particulate organic carbon (POC)

and particulate organic nitrogen (PON), are required for

process studies to help characterize the adaptive state of

phytoplankton and to inventory critical biogeochemical el-
ements.

Dissolved organic carbon (DOC) has been shown to be
a major oceanic carbon pool due, in part, to improvements

in measuring techniques. Quantification of the transfor-

mations of this pool is crucial to understanding the ma-

rine carbon cycle. The colored fraction, CDOM, of the

DOC is highly absorbent in the blue range, thus decreas-

Particle absorption coefficient, comprised of absorption

by living, dead, and inorganic particles, is a useful variable

for modeling the portion of solar energy that is absorbed

by phytoplankton and bacteria.

Detritus absorption coefficient, that is, absorption of

light by detritus, represents a major io_ of light which
would otherwise be available to the phytoplankton com-

ponent of the marine hydrosol. In many cases, absorption

by detritus is a significant term in the marine radiative
transfer processes, and its determination is useful for phy-

toplankton production models and modeling the light field.

Particle size spectra are very useful for in-water ra-

diative transfer calculations particularly if measurements

include particles smaller than 1 #m.

Particle fluorescence, derived for particle scattering to

fluorescence ratios using laser sources on single cell flow

systems, is also very useful for evaluating the population
structure of the plankton.

Phytoplankton species counts are important because

species-to-species variability in optical and physiological

properties represents a major source of variability in bio-

optical algorithms and primary productivity models. This

has been recognized, but it is generally ignored in remote

sensing algorithms due to the tedious nature of species

ing blue water-leaving radiances, and it must be taken into enumeration, the small sizes of many species, and the large
consideration for pigment concentration algorithms. DOC

measurements are needed to develop robust relationships

between CDOM and DOC, to evaluate the usefulness of

ocean color observations for estimating DOC concentra-
tions.

CDOM concentrations are required to assess the effect

of Gelbstoff on blue water-leaving radiances and chloro-
phyll concentration. This is of primary importance in Case

2 waters, but is also relevant to phytoplankton degradation

products.

Humic and fulvic acids comprise the bulk of CDOM

and have different specific spectral absorption coefficients.

Their concentrations are useful for determining the correc-

tion used for phytoplankton pigment concentration algo-
rithms in Case 2 waters and for estimating CDOM from
ocean color observations.

Coccolith concentration, the number density of small

plates of calcium carbonate, which are produced in copious

amounts by marine phytoplankton called coccolithophores,

is very important to light scattering. Scattering by coc-
coliths is highly apparent in visible wavelength satellite

imagery, because they perturb the usual relationships be-

tween water-leaving radiances and chlorophyll a concentra-
tion and adversely impact atmospheric corrections. Addi-

tionally, coccolith formation, sinking, and dissolution are

significant factors in the ocean carbon flux budget. It

is therefore necessary to measure coccolith concentration,
both as number density and calcium carbonate concentra-

tion, to aid in 1) the correction of chlorophyll a concentra-

tion algorithms, 2) coccolith algorithm development, and

3) atmospheric correction development and validation.

number of species involved. However, this information at

various levels of rigor is useful in evaluating the population

and pigment composition. This is especially important for

some groups, such as coccolithophores.

Primary productivity, 14C, is not strictly required for

validation of water-leaving radiances or system initializa-

tion. Furthermore, primary productivity is not a stan-

dard derived SeaWiFS product, owing to the complexity

of relating ocean color to production. However, it will be

extremely useful for process study applications of ocean
color data if these measurements are made at the same

time that the water column optical properties are deter-

mined. These data will aid in development of models

of primary production using satellite ocean color obser-

vations, a goal which is central to the overall SeaWiFS sci-

ence mission. Of special importance are determinations of
key photo-physiological parameters derived from produc-

tion measurements as functions of irradiance. If 14C pro-

ductivity measurements are made, they should conform to

the JCOFS Core Measurements Protocols (JGOFS 1991).

2.3 Airborne Spectral Radiometry

Radiance measurements from aircraft can augment in-

water measurements of Lt,(z, A), made to compare directly
with SeaWiFS measurements for validation of its radio-

metric performance and algorithms. Radiance measure-

ments from aircraft can, if they are accurately made, con-

tribute an additional useful constraint in defining inter-

nally consistent sun-ocean-atmosphere-sensor models that

will comprise the essence of SeaWiFS radiometric valida-
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tion.Forthisapplication,aircraftradiometersmustmeet
theSeaWiFSspecificationsforradiometricaccuracy,SNR,
spectralresolutionat a spatialresolutionthat will per-
mit directcomparisonswith in-watermeasurements,and
throughspatialaveragingwith SeaWiFSmeasurements.
Conversely,aircraftradiancemeasurementsmadewithless
accuracythantheSeaWiFSprelaunchspecificationswould
introduceanunacceptableerrorsourceintothevalidation
modelsandcannotbeusedforthispurpose.

Airborne ocean color data may also be used to deter-

mine spatial variability in ocean optical properties during

shipboard algorithm development and validation experi-

ments. In this context, airborne ocean color measurements

will be especially valuable in productive Case 1 and Case 2

waters, where variability in ocean optical properties can be

large over mesoscale and smaller distances. Synoptic maps

of ocean color distributions can obviously guide sampling

by ships. It can also be used to place in-water data from an

individual station in context with respect to nearby vari-

ability, and thus provide a basis for spatial interpolation

and averaging when comparing in-water bio-optical mea-

surements with SeaWiFS image data. This application

can be accomplished using aircraft radiometers meeting

somewhat less stringent performance specifications than is

demanded for direct validation comparison between Sea-
WiFS and aircraft radiance measurements.

Airborne measurements of fluorescence by CDOM, chlo-

rophyll and phycoerythrin, both by laser and solar excita-

tion, are useful to evaluate spatial and temporal variability

near ship and mooring stations and to provide independent

assessments of bio-optical algorithms.

2.4 Ancillary Measurements

Hydrographic data, water temperature (T), and salin-

ity (S), derived from conductivity, temperature, and depth

(CTD) profiles, are useful for characterizing the physical

water mass regime in which an optical profile is measured.
A T-S characterization is especially important near ocean

fronts and eddies, where interleaving water masses of very

different biogeochemical composition, and therefore funda-

mentally different bio-optical properties, can produce com-

plex spatial and temporal patterns of near-surface optical

properties. In these circumstances, T-S profiles can pro-
vide an indication of whether a station location is suitable

for reliable remote sensing validation and algorithm devel-

opment comparisons.

2.5 Optical Moorings

Optical moorings will be maintained in one or more re-

gio_ of low optical variability to provide long:term time

series comparisons between in situ and SeaWiFS measure-

ments of normalized Water-leaving radiance. Moored op-

tical systems will also be extremely useful in a variety of

oceanographic studies. For example, global satellite obser-

vations of ocean pigment biomass and estimates of phyto-

plankton production are essential to achieve the objectives

of the JGOFS program (NAS 1984), and the SeaWiFS

sensor will play a key role in this effort. The oceans ex-

hibit physical and biological variability over a wide range

of space and time scales. This variability, and the need

to synoptically measure distributions of physical and bio-

logical properties over large areas and long time periods,

has motivated recent developments utilizing contempora-

neous buoy, ship, aircraft, and satelIite sampling strategies

(Smith et al. 1987). In addition, long-term mooring data

are required to provide continuous observations and per-

mit an optimization of the accuracy of the derived satellite

products (Booth and Smith 1988).

There are two sources of systematic error in estimates

of phytoplankton pigment biomass derived from satellite

ocean color data. First, errors in satellite estimation of

pigment biomass arises because physical forcing, biologi-

cal properties, and ocean optical properties all vary sys-

tematically with depth, and the upper layer optical signal

observed by satellites may not adequately represent deeper

structure. In many circumstances, subsurface changes may

go undetected without contemporaneous water column pro-

file data from either shipboard or moored sensors. Sec-

ond, visible wavelength sensor systems do not obtain data
when the atmosphere is cloudy. Air-sea interactions giving

rise to cloudiness are often closely linked to biological pro-

cesses. For example, Michaelsen et al. (1988) have shown

that episodic wind events, which give rise to coastal up-

welling and subsequent phytoplankton production along

the California coast, cause cloudiness that bias the statis-

tics of pigment concentrations derived from ocean color im-

agery. Similar biases of a factor of 3-4, due to wind mixing

during cloudy periods, were observed by Muller-Karger et

al. (1990). In circumstances of this nature, visible and in-
frared satellite observations of the ocean are not random

samples. Moored optical sensors can measure systematic

temporal variability in the vertical distribution of pigment

biomass and, at the same time, provide the continuous

time series which may be used to remove the sampling
bias associated with cloudiness.

The detection and verification of inter- and intra-annual

fluctuations in productivity and associated bio-optical vari-

ables are key goals of programs focused on studying global

change. These goals place stringent requirements for long-

term accuracy and precision on the measurement systems

to be employed. The monitoring of bio-optical parameters

to resolve variability at global and decadal scales, as pro-

posed by the SeaWiFS and MODIS missions, will require

that moored in situ optical instruments be maintained to

supplement and support the satellite data sets. For exam-

ple, the CZCS sensor degradation and the difficulties en-

countered in attempting to characterize that degradation,

strongly point out how valuable in-water optical measure-

ments would have been to that program.
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2.6 Drifting Optical Buoys

Drifting optical buoys, which are expendable and anal-

ogous to ARGOS sea surface temperature (SST) drifters,

represent a viable, cost-effective way to obtain significant
numbers of daily optical observations to validate global

data sets of water-leaving radiance. There will probably

never be more than a few permanent optical moorings, due

to their high cost, and very few ship measurements can be

obtained on any given day, again due to cost and investi-

gator availability. Optical data from drifting buoys, while

less complete than measurements from ships and fixed op-
tical moorings, can potentially surpass both in terms of

global coverage and the number of near real-time corm

parisons with SeaWiFS observations. Judicious seeding of

inexpensive drifters provides one means of sampling con-

pass (those in some areas will have a much greater prob-
ability for clouds). Furthermore, current divergence areas

will be systematically undersampled by drifters.

The accuracy of calculated Lw derived from drifter
data has been estimated to be _15%, even though at the

time they are deployed, the calibrated accuracy of the in-

struments will be less than 5%. This is a possibly pes-
simistic estimate based on:

1) the untestable possibility of drifts in radiomet-
ric responses during long-term deployment of an

expendable instrument, and

2) errors associated with propagating Lu(0.5 m, )_)

through the water column and interface to es-

timate Lw ()_) without benefit of measurements

of K(z, )0, surface roughness and other ancillary

ditions and regions critical to SeaWiFS product verifica- measurements to be carried out at correspond-
tion, e.g., to study regions with chronically high levels of ing ship stations.

aerosols due to dust storms, and to study possible varia- If LWN from drifters is only good to 15%, they cannot be

tions in SeaWiFS performance as a function of latitude due

to orbital variations in sensor performance and sun angle

dependency of algorithms.

Optical drifter development activities at Halifax (M.

Lewis) and the NASA/GSFC aim at instruments to mea-

sure seven and three upwelling spectral radiances, respec-

tively, and a single downwelling irradiance. Along with

temperature and barometric pre_ure, these data are trans-

mitted over an ARGOS link. Storage procedures are de-
signed to make maximum use of the limited ARGOS band-

width. (An interrogating store and forward satellite sys-

tem with greater bandwidth would be beneficial for this
purpose.) The upwelling radiance data are obtained at

a depth of approximately 0.5 m and must be propagated

through the surface using KL(A) estimated from the rel-

ative spectral shape. Therefore, these water-leaving radi-
ance estimates will be inherently less accurate than surface

reflectance observations made together with optical profiles
and more complete ancillary observations.

Both of these systems are in the test and evaluation

phases. High risk areas which are being examined in-

clude long-term stability, identification of biofouling ef-

fects, operating lifetime, and validation of the techniques

used for calculating the water-leaving radiance from the

simple drifting sensors. The accuracy of the ARGOS sys-

tem for drifter location is sufficient for global area coverage
(GAC), but experience needs to be gained in analysis of

the data to demonstrate the feasibility of using ARGOS po-
sitioning (150m to 1km accuracy) for system calibration

and validation work in water mass regimes where meso-

scale variability is significant.
The cost of optical drifters will limit the number de-

ployed. Proponents envision 50 such buoys adrift at any

one time throughout the world--a number sufficient to

provide a large enough sample size to support viable glo-

bal validation. In such a scenario, typically 60% of the

drifters would be obscured by clouds during a SeaWiFS

used to verify SeaWiFS radiometry within 5%, no matter

how many drifter comparisons are made. Accuracies must

be less than 5% if this technology is to be used. Accuracies
of 15% may, however, be useful for validating SeaWiFS

and derived products, and for interpolating SeaWiFS data

through periods of extensive cloud cover.

3. SPECIFICATIONS

The measurements of optical properties and other vari-

ables described in this report are those necessary for val-

idating data obtained with the SeaWiFS sensor, and for
the development of in-water and atmospheric algorithms.

The specifications herein are those required of instruments

used on ships, or other platforms, to acquire that optical

data. In some cases the specifications have been selected
to allow use of instruments that are affordable and either

currently exist, or can be developed without major im-

provements in today's state-of-the-art. In a few cases, new
or improved instruments must be developed to realize the

specified performance characteristics.

The data accuracy requirements for this program are

more severe than those for a general ocean survey. Here,

various investigators will use a variety of instruments that

will be calibrated independently at a number of facilities,
and contribute data to a common database which will be

used to validate SeaWiFS measurements. The resulting

radiometric and bio-optical database will provide an essen-
tial means of detecting and quantifying on-orbit changes in

the SeaWiFS instrument relative to its prelaunch calibra-

tion and characterization. This chapter specifies instru-

ment characteristics and data accuracies thought by the

SPSWG to be sufficient and necessary for this task. The

validation analysis would be significantly degraded should

calibration errors or differences of even a few percent, or
wavelength errors or differences of a few nanometers, occur

in (between) the instruments used to acquire the SeaWiFS

bio-optical database.
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3.1 In-Water Radiometers reduce the skewing of the parameters derived from un-
derwater irradiance or radiance profiles in spectral regions

3.1.1 Spectral Characteristics where absorption bynatural sea water may vary rapidly
with wavelength.

In-water radiometers shall be capable of making mea- To maintain the above tolerances, it is anticipated that

surements at the wavelengths shown in Table 2 as a mini- filters will be ordered to a center wavelength with a toler-

mum. The table presumes the use of properly blocked in- ance of ,k0 4-1 nm and a FWHM bandwidth of 8.5 4-1 nm.

terference filters to provide the required spectral bandpass However, when the filter is installed in a radiometer with a

and out-of-band rejection (10 -6 or better). Care must also 10° (half-angle) FOV, the spectral bandpass will broaden

be taken to avoid possible out-of-band leakage due to flu- by 2-3nm, and the center wavelength will shift. Further-

orescence by filter, or other optical component, materials, more, as a filter ages in use, its transmission curve may

Filter radiometers should have channels with center wave- undergo changes to further broaden the FWHM bandpass
lengths, as measured in the as_mbled instrument, match- and shift the peak. The tolerances specified above include

ing those given in Table 2 to within 4-1 nm for 410 and an allowance for some degradation before expensive filter

443 nm, and within -I-2 nm for all other spectral bands, and detector changes must be done.

Shifts of these magnitudes in center wavelengths will re- In a single instrument, all channels at a given nominal
sult in changes in measured radiometric values of approx- wavelength should match within i nm, if possible. There-

imately 4.1% or less (C. Booth, pers. comm.) and this fore, it is desirable to obtain all of the filters used by an

specification should be met if possible, investigator for measurements at any nominal wavelength

A,_ from a single manufacturing lot when possible. If this is

Table 2. Recommended spectral bands for discrete done, Es()_m), Ed()_,n), E_,(:_,,), L_,()_,_), and any atmcs-

wavelength filter radiometers using 10 nm full-width pheric radiometric quantities measured with that investi-
half-maximum (FWHM) bandwidths. In addition, gator's systems, would all have greater likelihood of being
out-of-band blocking in the far tails of the instru- measured over the same range of wavelengths, for each

ment response functions should be at least l0 -6. nominal wavelength "_m. In any event, the actual spec-

SeaWiFS Wavelengths Ea, E_,, L,_ Es tral response function of each instrument channel must be
Band [n m] [nm I [nm] measured and known to be accurate to less than 0.2 nm.

1 402-422 4121 412

2 433-453 443, 435 _ 443 Table 3. High resolution spectroradiometric spec-
3 48(_500 490 490 ifications.

4 500-520 510 510 Optical Sensors

5 545-565 5503, 5603 5504 Spectral Range: 380 to 750/900 nm

6 660-680 665, 683 6654 Spectral Resolution: 5nm (or less FWHM)
7 745-785 _ 780 Wavelength Accuracy: 10% FWHM of reso-

8 845-885 s 8758 lution (0.5 nm)

1. A preferred option is to substitute two separate 10 nm Wavelength Stability: 5% FWHM of reso-
FWHM bands centered at 406 and 416 nm, for a single 412 nm lution (0.25 nm)

channel. The two channels would allow more accurate rood- Signal-to-Noise Ratio: 1,000:1 (at minimum)
cling of LWN (412) matching SeaWiFS characteristics.

Stray Light Rejection: 10 -6
2. An optional extra band is used to improve modeling of
LWN radiances to match the SeaWiFS 443 nm channel. Radiometric Accuracy: 3%

Radiometric Stability: 1%
3. The 545-_565 nm range is broken into two channels to
detect possible phycoerythrin fluorescence. FOV Maximum: 10° (for radiance)

4. Eo deck, only one channel in this band is necessary. Temperature Stability: Specified for 0-35 ° C

5. Due to the specialized nature of infrared in-water mea- Linearity I Correctable to 0.1%

surements, specialized sensors will be needed. Ancillary Sensors

6. Optional for E,. Temperature: 0.2 ° C

It is recognized, however, that enforcing a 4.1 nm hard- Pressure: 0.1% (full scale)

and:fast specification could be prohibitively expensive, and Horizontal Inclination 1° over 40 ° range

this tolerance Should be regarded as a goal. With knowl-
edge, to less than 0.2 nm, of the actual center wavelengths High resolution monochromator-based spectroradiome-

and complete Spectral resPonse functions,Correctionsprob- ters, with adequate sensitivity and stray light rejection

ably can be made toinfer effective radiometric quantities characteristics, are also suitable instruments and are rec-
for the SeaWiFS channels, when the spectral characteris- ommended for many algorithm development studies. Suit-

tics of SeaWiFS channels have also been measured, shortly able specifications for such instruments are given in Ta-

before launch. Bandwidths must be l0 nm 4-2 nm FWHM. ble 3. (These instruments must also meet the specifications

They are made narrower than the SeaWiFS channels to summarized in Tables 2 and 4.)
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Table 4. RequiredinstrumentsensitivitiesforSeaWiFSvalidationandalgorithmdevelopmentasafunctionof
'adiometricmeasuredvariableandwavelength.

Property Variable 410 nm 488 nm 665 nm Comment

E_(z, A), Ed(0)m_ 200 200 200 Saturation Irradiance
Downwelled Ed(3/Kd) 1 1 1 Minimum Expected Irradiance

Irradiance dE 5 x 10-3 5 x 10 -3 5 x 10 -s Digital Resolution (profiles)

d__EE 5 X 10-2 5 X 10 -2 5 X l0 -2 Digital Resolution (surface unit)
dN

Eu(z, A), Eu(0)max 80 80 40 Saturation Irradiance (Case 2/coccoliths)

Upwelled 25 15 1 Saturation Irradiance (Case 1)

Irradiance E_,(3/Ka) 1 × 10 -2 2 × 10 -2 1.5 × 10 -3 Minimum Expected Irradiance

dE 5 × 10 -4 5 × 10 -4 5 × 10 -5 Digital Resolution (surface unit)
dN

d_.EE 5 x 10 -5 5 x 10 -5 5 x 10 -6 Digital Resolution (profiles)
dN

Lu(z, A), Lu(0)m_ 16 16 8 Saturation Radiance (Case 2/coccoliths)
Upwelled 5 3 0.2 Saturation Radiance (Case 1)

Radiance L_(3/Kd) 2 x 10 -3 4 x 10 -3 3 x 10 -4 Minimum Expected Radiance

d___L 5 x 10-4 5 X 10-4 5 x 10 -5 Digital Resolution (surface unit)
dN

dL 5 X 10 -5 5 x 10 -5 5 x 10 -8 Digital Resolution (profiles)

Ecah Source Ecal 2 5 15 Calibration Irradiance

Irradiance d.__E_E 2 × 10 -3 5 X 10 -3 1 × 10 -2 Digital Resolution (Ed, E_, E_, cal.)
dN

Lcal, Source Levi 0.6 1.5 4.5 Calibration Radiance

Radiance k_EL 6 X 10 -4 1 X 10 -3 4 X 10 -3 Digital Resolution (L_ cal.)
dN

Notes: 1. Eu and Ed are in units of #Wcm -2 nm -1 and Lu is in units of/tWcm -2 nm -1 sr -1.
2. Responsivity resolution in radiometric units per digital count at the minimum required signal level.
3. Specified ranges should maintain a 100:1 SNR.

3.1.2 Responsivity, SNR, and Resolution dard lamps traceable to the National Institute
of Standards and Technology (NIST), and re-

The expected operating limits for radiometric respon- quired digital resolutions at these signal levels,
sivities, SNR, and digital resolution are specified in Ta-

are given in Table 4 as "Calibration Irradiance"
ble 4, the limits for which were derived as follows:

and "Digital Resolution," respectively. An SNR
1. An Ed saturation value of 200/tWcm -2 nm -1 of 100:1 requires Ed(z) at three optical depths

is assumed at all wavelengths, be resolved to 0.005ttWcm -2 nm -1 per count

2. Implicit, but not stated, in Table 4 is that the or 2.5 digit resolution. At the surface, Ed(O)

minimum required Ed(0) is 20#Wcm -2 nm-1; should be resolved to 0.05t_Wcm _2 nm -1 per

it will not be appropriate to occupy validation count.

stations when illumination is less. 5. The Case 1 saturation values of E_,(0) repre-

3. A minimum Ed(0) implies a minimum detectable sent the Instrument Specification Sub-Working

Ea(z) of 1 ttWcm -2 nm -1 at 3 optical depths Group's estimate of maximum reflectances to be

(3/K). expected in ordinary Case 1 waters: 12.5% at

4. Digital resolution must be E 0.5% of reading 410nm, 7.5% at 488nm and 0.5% at 670nm.
to maintain a 100:1 SNR. To permit 1% accu- These saturation values will be too low for mea-

racy in absolute calibration, if that goal can be surements in Case 2 waters or coccolithophore

met, the instrument must digitally resolve 0.1% blooms. In these situations, a maximum ex-

of the irradiance (radiance) produced by labo- pected reflectance of 40% for )_ < 660 nm and

ratory standards; typical irradiance (radiance) 20% for ,k > 660 nm is assumed. This implies
values for calibration using 1,000W FEL stan- that the expected maximum irradiance in E_(0)
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shouldbe80#Wcm-2 nm-l for _ < 660nm
and40#Wcm-_ nm-1 for ), > 660 nm.

6. The minimum required irradiances at 3 optical

depths (Table 4) assumes minimum reflectances

of 1% at 410nm, 2% at 488nm and 0.15% at
670 nm.

7. The saturation and minimum radiances, and ra-

diance responsivity resolutions, for L_(0) and
L,,(z) at three optical depths are 0.2 times the

corresponding specification for Eu(O) or Eu(z).

This assumes E,ffLu = Q = 5 at all wavelengths
and depths.

The specifications in Table 4 are meant as guidance to

interpret the following required performance requirements:

a) The instrument must maintain a 100:l SNR at

every operating range encountered, during field
measurements.

b) The data for measurements obtained in the field

must be recorded with a digital resolution less

than or equal to 0.5% of reading.

c) The dynamic range of the instrument's linear

sensitivity must extend to include the signal lev-
els encountered during laboratory calibrations,

and .the calibration signals must be recorded with

a digital resolution of 0.1% of reading to permit
1% accuracy in calibration.

In general, the above performance specifications do not

pose exceptionally difficult engineering challenges, with the

possible exception of the full dynamic range implied by

Case 2 or coccoiithsaturation radiance L_(665 nm) t0
minimum expected Lu(665 nm). This situation will re-

quire specially designed radiometers in any event (section

3.1.8). It is not necessary tha t every radiometer used for
SeaWiFS validation operate over the full dynamic ranges

given in Table 4. A radiometer is merely required to main-

tain the above performance specifications over the dynamic

ranges of irradiance and radiance existing at locations and
associated illumination conditions where it is used for Sea-

WiFS validation or algorithm development.

3.1.3 Linearity and Stability

Errors attributable to linearity or stability should be

less than 0.5% of readings over the 104 ranges specified in

Table 4. This is a challenging goal, but one which must be

met if the equally challenging goal of achieving 1% accu-

racy in absolute calibration is to be meaningful.

3.1.4 Sampling Resolution

Sampling frequency should be compatible with the pro-

filing technique being used: For the preferred rnultispectral

filter radiometers and spectroradiometric (dispersion) in-
struments using array sensors, the minimum sampling fre-

quencies are determined by the profiling rate and the depth

12

resolution required. In general, five or more samples per

meter should be obtained at all wavelengths. All chan-

nels of Ea(z, _), Et,(z, )_), and L_,(z, )_) at all wavelengths

should be sampled to within 10 rnsec at each depth.

The time response of the instrument to a full-scale (sat-

uration to dark) step change in irradiance should be ils

to arrive at a value within 0.1%, or one digitizing step,
whichever is greater, of steady state. In addition, the elec-

tronic e-folding time constant of the instrument must be
be consistent with the rate at which the channels are sam-

pled, i.e., if data are to be acquired at l0 Hz, the e-folding

time constant should be 0.2 s to avoid aliasing. Individual

data scans may be averaged to improve SNR performance,
provided adequate depth resolution is maintained.

3.1.5 Angular Response Characteristics

The response of a cosine collector to a collimated source

incident at an angle O from the normal, must be such that:

1) for Eu measurements, the integrated response

to a radiance distribution of the form L(0) o(
1+ 4 sin 0 should vary as cos 0 accurate to within
2%; and

2) for Ed measurement, the response to a colli-

mated source should vary as cos0 accurate to

less than 2% for angles 0 ° < 0 < 65 ° and 10%

for angles 65 ° < 0 < 85 °.

Departures from cosÜ will translate directly to approxi-

mately equal errors in Ed in the case of direct sunlight.
The in-water FOV for upwelled radiance bands should

be _10 ° (half-angle). The resulting solid angle FOV (_4). 1
sr) is large enough to provide reasonable levels of flux, us-

ing silicon detectors, yet small enough to resolve the slowly

varying (with 0, for 0 < 30 °) field of upwelled radiance.

Smaller FOV sensors are appropriate, of course, if all of
the other performance specifications are satisfied.

3.1.6 Operating Depth

The instruments shall be capable of operating to depths

of 200 m. Depths should be measured with an accuracy of

0.5 m and a precision of 0.2 m for profiles in bands 1-6.

3.1.7 Instrument Attitude

The orientations of the instrument with respect to the

vertical shall be within +10 ° , and the attitude shall be

measured with orthogonally oriented sensors from 0-30 °

with an accuracy of :i=l ° in a static mode; it is not intended
that this accuracy be maintained while an instrument is

subject to large accelerations induced by surface waves.
These data shall be recorded with the radiometric data

stream for use as a data quality flag.

3.1.8 Red and Near Infrared Wavelengths

Due to the fact that the SeaWiFS red and near in-

frared channels-bands 6-8 at wavelengths of 665, 780, and
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865nm, respectively-have such short attenuation lengths

in water, special attention must be paid to these measure-
ments. Problems due to instrument self-shading (Gordon

and Ding 1992) and very rapid attenuation of L_,(z, .k)

must be considered at these wavelengths. Large instru-

ments, such as the standard Biospherical Instruments, Inc.,

MER packages, are not adaptable to these measurements.

Suggested procedures for making the measurements are

to use either fiber optic probes carrying light back to a re-

mote instrument, or very small single-wavelength discrete

instruments. Each of these concepts is adaptable to de-

ployment from a small floating platform. Care must be

taken to avoid direct shading by the supporting platform,

but at these wavelengths, the large attenuation coefficients

shadows. The floatation assembly should be designed to

avoid shadowing the radiometric FOV and to damp wave

induced motions. This type of arrangement has an ad-

ditional potential for supporting a small sensor to also

measure upwelling radiance L_(A) just below the surface.

Unfortunately, the community has only very limited expe-

rience with this approach for measuring E_ ()_) (Waters et

al. 1990) and the attendant difficulties with wave induced
fluctuations in near-surface Ea. Additional research should

be performed to evaluate the use of a floating surface unit

as the potentially preferred method for measuring Es(A)

in future revisions to these protocols.

3.2.1 Surface Radiometer Characteristics

of water makes shadowing by objects more than a few me- The specified number of channels and spectral charac-
ters away irrelevant.

While the minimum measurement scheme would be two

discrete (10nm FWHM) channels at 780 and 875nm, ad-
ditional channels at 750 and 850 nm, or more elaborately,

high resolution spectroradiometry, would be useful in de-

termining the spectral distribution of the upwelling light
field in these bands.

These measurements should be performed as part of

the standard validation data acquisition, because of their

importance in the atmospheric correction algorithms. It

is anticipated that in the majority of cases, and particu-

larly in most Case 1 waters, these measurements will show
negligible upwelling light. In Case 2 waters, cases of ex-

tremely high productivity or in coccolithophore blooms,

LWN()_) at these wavelengths may be significant and these
measurements will become very important.

When in-water measurements are performed at these

wavelengths, the deck cell channels should be expanded to

include bands at 750 and 875 nm (Table 2).

3.2 Spectral Surface Irradiance

The irradiance at the ocean surface shall be measured

at wavelengths which correspond to the SeaWiFS spectral

bands (Table 2), but with 10nm FWHM bandwidth. A

total radiation pyranometer may provide helpful ancillary

information, but this is not a required instrument.

Instruments mounted aboard ships must be positioned

to view the sky with minimum obstruction or reflections

from the ship's superstructure, antennas, etc. Particular

care must be taken to prevent sun shadows from antennas

falling on the irradiance collecting surface. Gimbal mount-

ing of the deck sensor may be helpful to keep the surface
of the sensor horizontal. However, improperly designed

gimbal systems can accentuate fluctuations caused by ship

motion, and if there is obvious oscillation in the measured

irradiance, the gimballing should be improved to eliminate

the problem.

An intuitively attractive technique is to measure irra-
diance with a sensor floated a fraction of a meter below the.

sea surface, far enough away from the ship to avoid ship

teristics of deck cells are the same as those for subsurface

irradiance measurements (see Table 2). Saturation irradi-

ances are the same as for Ed(_) (see Table 4). The dynamic
operating range for these sensors needs to be 25 db, with
a SNR of 100:l but must include the nominal calibration

irradiance (Table 4). Linearity must be within =t=0.5%.

Sampling frequency should match the frequency of the un-

derwater radiometer, which should be 1 Hz or faster, and

all wavelengths should be sampled within < 10 ms. Cosine

response characteristics should give relative responsivity

to a collimated source (in air) which matches cos0, ac-
curate within 2% for 0° _< O < 65 °, and within 10% for

65 ° <_ 0 _< 90 °. If a floating surface radiometer is used, its

cosine response and immersion characteristics must meet
the specifications for profiling irradiance meters.

For some oceanographic process studies, it may be ac-

ceptable to use a radiometer system measuring E,()_) at
only a single wavelength. If only a single channel deck

radiometer is available, its spectral characteristic should

closely match one of channels 2-5 with a 10 nm FWHM
bandwidth. A broad-band, or photosynthetically available

radiation (PAR), radiometer should never be used for this

purpose.

3.3 Airborne Radiometer Specifications

The performance characteristics to be specified for an

airborne radiometer will vary, depending on how a partic-
ular instrument is to be employed in SeaWiFS validation

experiments. For radiometric comparisons with SeaWiFS
and in-water measurements, the fundamental criterion to

be met is that estimates of spectral normalized water-

leaving radiance derived from airborne measurements must

have the same accuracy specified for those derived from in-

water measurements of Lu(z, )_) (Table 4). A less accurate

radiometer may be used to semi-quantitatively character-

ize spatial variability near ship stations.

In general, the spectral characteristics of airborne ra-
diometers should match those specified for Lu()_) in Ta-

ble 2. In some ca._s, however, it may be acceptable for
a radiometer to match the SeaWiFS specifications, that
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being,centerwavelengthwithin2nmand20nmFWHM
bandwidth.Recallingthesensitivityof solarradiometry
to theexactcenterwavelengthanddetailedspectralre-
sponsefunction(sections3.1.1and4.1.2), any use of air-

borne radiometers must quantitatively account for the dif-

ferent spectral responsivity functions of the SeaWiFS, in-

water radiometer, or airborne radiometer measurements of

radiance at each channel's nominal center wavelength.

A high altitude imaging radiometer must have a radio-

metric accuracy and SNR in all channels equal to those

of the SeaWiFS instrument if its imagery is to be used
for direct radiometric verification of SeaWiFS radiomet-

ric performance. In some cases, the requisite SNR may

be realized through pixel averaging to a 1km spatial re-

solution commensurate with that of SeaWiFS. However,

direct rad_ometric comparisons between aircraft and Sea-

WiFS radiances also require that the different atmospheric

path effects be carefully modeled, and that the uncertainty

in those modeled adjustments be independently estimated.

This can be done most effectively when the aircraft mea-
surements are combined with the full suite of shipboard

in-water, atmospheric, and ancillary measurements _Ta-
ble 1). In this case, direct comparisons between the aircraft

and ship radiometry may require that SNR and accuracies

realized in combined analyses of the two data sets must
represent a smaller spatial resolution than the SeaWiFS
nominal 1 km FOV.

A radiometer's sensitivity to the polarization of aper-

ture radiance is critical for ocean color sensing. An air-

borne ocean color radiometer must have a polarization sen-

sitivity of less than 2% in all channels. The sole exception
to this rule will occur in the case of instruments designed

to actually measure the polarization components of aper-

ture radiance, e.g., as in the polarization channels of the

French Polarization Detecting Environmental Radiometer

(POLDER) instrument.

Each application of a particular airborne radiometer

system, which is proposed for SeaWiFS validation, must be

evaluated on its own merits. The instrument's responsiv-

ity, accuracy, stability, FOV, and spectral characteristics
must be evaluated in the context of the models to be used

to compare its radiance measurements to in-water or Sea-
WiFS radiance measurements. The suitability of spatial

averaging to improve signal-to-noise must be evaluated in

terms of the spatial variability prevailing in the experiment

site, particularly when in-water and aircraft radiances are

to be directly compared. On the other hand, finer reso-

lution aircraft imagery, or truckline data, will often be es-

sential for determining the validity of attempts to directly
compare in-water and SeaWiFS radiances measured at a

particular site.
In summary, airborne radiometry can obviously con-

tribute extremely valuable data for validating SeaWiFS
radiometric performance and algorithms. However, there

is a wide possible range of airborne radiometer character-

istics that can be applied to this program, and detailed

for SeaWiFS Validation

specifications of required characteristics can only be done

in the context of each particular experiment's design. Only

the guiding principals and desired end-to-end performance

can be specified here.

3.4 IOP Instruments

The inherent optical properties (IOP) are the beam at-

tenuation coefficient c(z, A) (units of m-1), the absorption

coefficient a(z, A) (units of m-l), and the volume scatter-

ing function, b(O,z, Ao) (units of m -t sr-l). The integral

of the volume scattering function over 41r sr is the total

scattering coefficient, b(z, A) (units of m-l). The integral

of the volume scattering function over the back hemisphere

is the backseattering coefficient, bb(z, A) (units of m-l).

It will be possible to measure the spectral attenuation

and absorption coefficients in situ at the time of SeaWiFS

deployment. The instruments for measuring the spectral

absorption and attenuation coefficients should have, at a

minimum, the characteristics given in Table 5.

Spectral resolution at more than SeaWiFS wavelengths

would be desirable to deduce pigment concentrations. In
the case of beam attenuation coefficients, the requirements

for accuracy and precision correspond to changes in c(A)

resulting from changes in concentration of approximately

5 and 2 #gl _1 of suspended mass, respectively. Stability
should be tested with instruments connected to the data

acquisition system. Stability with time should be better
than 0.005 m -_ between calibrations.

Table 5. Minimum instrument characteristics for

the measurement of the spectral absorption and at-
tenuation coefficients.

Instrument Characteristics

Spectral Resolution:

Bandwidth:

Accuracy:
Precision for A < 650 nm:

Precision for A :> 650 nm:

Stability with

Temperature:

Sampling Interval:

Source Collimation Angle:

Detector Acceptance Angle:

Depth Capability:

410, 443, 490, 520,
510 and 670nm

10 nm
0.005 m -1

0.002 m -1

0.005 m -1

0.005 m -1 over

0-25 °C

>_4 samples m-i

< 5 mrad

< 20 mrad

200m

The spectral total scattering coefficient cannot be mea-

sured directly. It can be obtained from b(A) = c(A) - a(A),

provided c(A) and a(A) are determined with the appropri-

ate accuracy. The spectral backscattering coefficient bb(A)

has the same requirements for spectral resolution, band-

width, and linearity as a(A) and c(A). Since bb(),) is not a

transmission-like measurement, however, the accuracy of

its determination will be approximately 10%.

The shape of the volume scattering function can, at
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present,bedeterminedin situ only crudely with devices
like the Alpha and Scattering Meter (ALSCAT) and the

General Angle Scattering Meter (GASM), which were built

more than a decade ago at the Scripps Institute of Oceanog=

raphy Visibility Laboratory (VISLAB). These are single

angle measurement devices, which must be scanned as a

function of angle and wavelength. Because measuring scat-

tering with these instruments is a slow process, they do
not lend themselves readily to incorporation into other in-

strument platforms. Since it will be possible to indepen-

dently determine b(,k) and bb(_) at the time of deployment

of SeaWiFS, the determination of the shape of the volume

scattering coefficient could possibly be determined with

acceptable accuracy by measuring a few moments of the

scattering function. A new instrument development effort

would have to be initiated to pursue this approach.

3.5 Atmospheric Aerosols

Sun photometers should be used to measure atmos-

pheric aerosol optical thickness. These sun photometers

instrument should meet the minimum specifications given

in Table 6.

Table 6. Minimum instrument characteristics for

the measurement of hydrographic profiles.

Parameter iRange Accuracy Resolution

Pressure [dbars 1 0-500 0.3% 0.005%

Temperature [°C] -2-35 0.015 ° C 0.001 ° C

Salinity [PSU] 1-45 0.03 PSU 0.001 PSU

4. SENSOR CHARACTERIZATION

4.1 Radiometric Characterization

The characterization of radiometric instruments used

for the acquisition of field data for SeaWiFS validation and

algorithm development shall include the determination of
those instrument characteristics that affect its calibration

as used in the field environment. Thus, in addition to the

obvious radiometric calibration, it is necessary to deter-

mine:

should be in agreement with World Meteorological Orga-

nization (WMO) sun photometer specifications (Frohlich

1979). Specifically, the instruments should have a 2° FOV,
temperature stabilization, and a precision of -t-0.01%. The

specific wavelengths of channels should correspond to the

recommended WMO wavelengths of 380, 500, 675, 778,

and 862 nm. For SeaWiFS validation, additional channels

at 410, 440, 520, and 565 nm should be added to the WMO

set.

3.6 Sky Radiance Distribution

Spectral sky radiance distribution measurements should

be made using a photoelectric all-sky camera. Spectral

characteristics of the sky radiance camera channels are

those specified for Es(,_) (Table 2). Data should be in
a format such that absolute radiance values can be ob-

tained with an accuracy of 5% and sky irradiance can be

determined from integrals of the data to within 10%. If

the dynamic range of the camera is insufficient to capture
both the sun and sky distribution, neutral density filters,

or some other method, should be used so that radiance

from both the sun and sky can be measured.

3.7 Phytoplankton Pigments

HPLC equipment and associated standards must con-

form to protocols specified for the JGOFS Core Measure-
ment Protocols, Chapter 9, "Pigment and Chlorophyll."

In situ chlorophyll fluorometers should have a resolution

of at least 0.001 mg chlorophyll a per m 3.

3.8 Hydrographic Profiles

A calibrated CTD system should be used to make pro-

files to maximum depths between 200 and 500m. The

a) the spectral sensitivities of the various measure-

ment channels;

b) the angular sensitivities of an irradiance or ra-
diance sensor in the medium, i.e., air or water,

in which it is to be used;

c) the temporal response of the system;

d) the effects on responsivity caused by water im-
mersion; and

e) the effects of temperature and pressure on the
above characteristics.

The elements of radiometer characterization and calibra-

tion are outlined schematically in Fig. 1.

For an instrument to provide suitable data for SPO use,

the investigator must be certain the instrument's charac-
terization has not changed beyond accepted limits and that

the time history of the calibration is traceable. Certain

attributes, e.g., angular response characteristics, typically
remain constant so it is sufficient to determine them once,

unless instrument modifications are performed. The ex-

act nature of instrument modifications during maintenance

will determine which characterization procedures must be

repeated. On the other hand, radiometric calibrations and
the assessment of system spectral characteristics of filter

radiometers, must be repeated before and after each major

field deployment.

4.1.1 Absolute Radiometric Calibration

Determination of the absolute radiometric responses of

the irradiance and radiance sensors requires the availability

of a properly manned and equipped radiometric calibration

facility. Such a facility must be equipped with suitable
stable sources and sensors, e.g., lamp standards of spec-

tral irradiance and flat response radiometers, respectively.
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Initial SystemCharacterizations

Temperature I RadiometricSensitivity Linearity

AncillarySensors

--t RecurringCharacterizations _-t

I I Bandpass I 1 Radi°met cSensitivity

I 1

i I t RadianceFWHM Calibration

I 1

Calibration

IIStray Signal-to-Light Noise Ratio

Interface Sensor

Fig. 1. Elements of radiometer

Either the sources or the sensors must have known spec-

tral radiometric characteristics traceable to NIST (section

4.2). The calibration facility must also have a variety of

specialized radiometric and electronic equipment, includ-

ing reflectance plaques, spectral filters, integrating spheres,
highly regulated power supplies for the operation of the

lamps, and precision electronic measurement capabilities

for setting and monitoring the lamp current and voltage,
and for measuring the output of the radiometer.

It is not expected that every investigator will be able

to perform his own radiometric calibrations. Because of

this, a few centrally located facilities will be equipped and

staffed to perform these calibrations as a routine service for

the community. The facilities will perform frequent inter-
comparisons to assure the maintenance of the radiometric

traceability to the NIST standard of spectral irradiance.

The goal shall be to provide reproducible calibrations from

400-850nm to within better than 4-1%; the minimum re-

qu_irement for radiometri¢ .data to be used in SeaWiFS val-

idation is for repeatable calibrations within less than 5%.
Radiometric calibrations of irradiance sensors will be

performed after it has been ascertained that the confor-

mity of the sensor angular res_nse to the required cosine

function is satisfactory; the sensor linearity is satisfactory;

and :the :spectral sensitivity, including out-of-band block-

ing, is known and satisfactory.

Radiometers shall be calibrated using a 1,000 W FEL

StandarcI of Spectral Irradian-ce, With calibration traceable

.... t0 NI_:and l-amp operaHon in accordance with Walker et

ai. i987. The h'radiance collector is placed normal to, and

at the prescribed distance from, a working standard lamp

of spectral irradiance, The lamp should be of appropriate

size to provide an irradiance at the sensor which will be

at least 30% and preferably above 50% of full-scale for the

Instrument Class

Characterizations

CoBector Immersion
Pressure Factors

Sensitivity

Orientation[I omo c

I
characterization and calibration.

sensor channel be|ng calibrated; this is not always achiev-

able in practice (Table 4). The lamp-sensor space shall be

appropriately baffled and draped so that occulting the di-

rect path between lamp and sensor will result in a response

of less then 0.1% of the response to the lamp flux.

For multispectral instruments, all channels may be cal-

ibrated simultaneously if sufficient flux is available at all

wavelengths. The instrument response is recorded for all

channels together with associated dark responses. Am-

bient and photosensor temperatures are recorded, where

available. For characterization, the radiometric calibration

should be performed at temperature extremes of -2 ° C and

40°C for in-water sensors, and at -10°C and 45 ° C for

irradiance sensors used above the surface. If responses dif-

fer significantly at temperature extremes, responses should

also be determined at intermediate temperatures.

The portable irradiance and radiance reference stan-

dard to be used to trace instrument stab[iity during field

deployments (section) should be placed in position on the
sensor immediately following the calibration to establish

the instrument response to this reference unit.

Radiance calibrations require a source of uniform known

radiance that will fill the angular field of view of the radi-
ance sensor. Either of two methods may be used;

Method I: A working lamp standard of spectral ir-

radiance is placed at the prescribed distance from

a plaque of known Lambertian reflectance. The

plaque is normal to, and centered on, the lamp cal-

ibration axis. The radiance sensor is positioned to

view the plaque a t an angle of 45 ° from the plaque

normal (any other angle at which the diffuse re-
flectance of the plaque is known is acceptable also).

It must be established that the plaque fills the sen-

sor's FOV and that the presence of the sensor case
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hasnotperturbedtheirradianceontheplaque.The
instrumentresponseanddarksignalisrecorded.It
mustbeverifiedthat,theplaquefillstheFOVwith
uniformradianceforeachchannelofamultichannel
radiancesensor;separatecalibrationsetupsmaybe
requiredfordifferentchannelsandthelampsmay
haveto bemovedasmuchas3m awayfromthe
plaqueto assureuniformillumination.Thispro-
cedureisdifficultto applyto sensorswith a large
FOV.
Method 2: An integrating sphere with an exit port
of sufficient size to fill the FOV of the radiance sen-

sor may be used if the radiance of the exit port, at

the channel wavelengths, can be determined with

sufficient accuracy.

These methods are discussed more fully in section 4.2.2.

The requirements given above for noting and control-

ling temperatures and for use of the portable irradiance

and radiance reference standard (section 4.2.5), apply here
as well.

4.1.2 Spectral Bandpass Characterization

These instruments should be characterized to define the

nominal wavelengths and bandwidths, defined as the full
width of the passband as measured to the FWHM intensity

points. The nominal, or center wavelength, will usually be

defined as the wavelength halfway between wavelengths at

which the normalized response is 0.5, and the channel is

characterized by this wavelength and the FWHM band-

The wavelength response of a monochromator-based

radiometer is calibrated by scanning over line sources, with

sharp peaks at well known wavelengths. Suitable spectral

calibration sources, such as, mercury, cadmium, and neon

lamps, are provided by several vendors, together with tab-

ulations of the wavelengths of the emission lines generated

by each source.
The width of the slit function of a monochromator may

be estimated by scanning over a laser line, e.g., HeNe, at a

very small wavelength interval. The instrument FOV must

be filled during the test.

It is anticipated that the monochromator-based spec-

tral characterization will not be able to adequately measure

leakage of broadly distributed out-of-band radiation; there-

fore, blocking of blue light in channels longer than 540 nm

must be routinely tested. Where continuous wave (CW)

argon lasers are available, out-of-band response should be
measured at 488 nm. One recommended test that can be

performed during the absolute calibrations at A < 640 nm

is the sequenced measurement of three Schott BG-18 ill-

ters, each 1 mm thick, using an FEL-type light source. The

procedure is to measure the channel signal using each filter

separately, then in combination, and comparing the com-

puted and measured transmissions. If significantly higher
combined transmission of the three filters in combination

is measured relative to the calculated transmittance, then

spectral leakage is present. At wavelengths greater than
640 nm, other filters that attenuate the wavelength of in-

terest with a transmission of less than or equal to 0.1

width. The determination of the spectral response func- and which pass shorter wavelength light with significantly

tion, i.e., the passband, will be made for each channel with greater transmission, should be substituted for the BG-18.

a scanning monochromatic source, with a bandwidth less Consideration must also be given to unblocked fluores-

than 0.2 nm; the source output must be normalized to a

detector of known spectral sensitivity. The response func-
tion thus measured is then normalized to the maximum

(peak).

Although the results of this characterization will usu-

ally be represented by only the nominal wavelength and

FWHM bandpass, the full normalized response function

should be recorded for use in detailed wavelength adjust-

ments and comparisons with SeaWiFS channel response

functions, which will not be known until shortly before
launch. It is further recommended that the internal instru-

ment temperature be monitored during these tests, and

cence by the filters, or other optical elements, as a possible

source of light leaks. Methods to test for fluorescence con-

tamination specifically, are not well established at present.

While leakage of blue light into red channels is the most

significant oceanographic optical problem, the leakage of

red and infrared (IR) light into blue channels can cause

significant errors when the instrument is calibrated using

a red-rich source. A convenient way to measure this leak-

age is to place a long wavelength pass, sharp cut, absorb-

ing glass filter that does not exhibit fluorescence, between
a broad band, e.g., incandescent, source and the sensor.

A non-zero response indicates unwanted out-of-band red

that the test be repeated at two temperatures at least 15°C response and the need for improved red blocking.
apart, e.g., 10 ° and 25°C. If a significant shift, greater than

1.0 nm, with temperature of either the center wavelength

or bandwidth is detected, then additional temperature cal-

ibration points are recommended. Dark offsets must be

recorded during each test.
For spectral characterizations of irradiance diffusersl

the entire surface of the diffuser should be illuminated by

the monochromator's output. In the case of radiance de-
tectors, a diffuser should be used to diffuse the monochro-

mator slit image and uniformly fill the instrument's FOV.

4.1.3 Temporal Response

The temporal response of a spectrometer may be ex-

amined by introducing a step function of near full-scale

flux to the system using an electrically operated shutter

and measuring the system's transient response at 0.1 s, or

shorter, intervals. The response should be stable within

one digitizing step, or 0.1%, whichever is greater, of the

steady state value in one second or less.
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4.1.4 Radiance Field-of-View

It is required that the radiance FOV of the instrument
be known. The FOV should not normally enter into the

absolute calibration, however, if the FOV is fully filled by

a calibration source of uniform radiance. In this test, the

instrument is placed on a rotational stage with the en-

trance aperture of the radiometer over the rotation axis.

A stable light source with a small filament is placed several

meters in front of the instrument, which is then scanned

from -30 ° to +30 ° in 2 ° increments. The angle position-

ing should be within 4-0.! °. The on-axis, 0 °, mechanical

alignment is made using the window surface as reference,
by adjusting to get the reflection of the lamp filament to re-

turn on axis. The error in this alignment is approximately

4-0.1 °. The in-air measurement angles, O_, are converted

to corresponding angles in seawater, 6w, using the rela-

tion 8w = 8a/nw, where r_ is the index of refraction of

seawater at the particular wavelength of each channel.

4.1.5 Collector Cosine Response

The directional response of cosine collectors must be
characterized. The directional response of the deck cell is

determined in air, and the in-water instruments are raea:

sured immersed in water. Full spectral determinations are

required. For instruments measuring upwelling irradiance
E_,(z, A), it is recommended that the cosine response of

each instrument be measured individually. For downwell-

The instrument is suspended in a tank of water while

supported by a fixture designed to allow rotation about

an axis through the surface and center of the collector. A

tungsten-halogen lamp with a small filament is enclosed

in a housing with a small exit aperture and placed ap-
proximately 1 m from a large window in the tank. The

collector is placed approximately 25cm behind this win-

dow; an equivalent lamp distance of > 1.25 m is required.

A circular baffle should be placed immediately in front of

the window to reduce stray light. The water should be

highly filtered to the extent tfiat the effects of scattered

light are indiscernible.

The equivalent air path lamp distance should be ap-

proximately 1.25 m or greater. At this distance, the fall-
off at the outer edge of a 6 cm diameter diffuse collector

would be 0.9994, or -0.06%, when the diffuser is at 0 = 0 °
with the normal. The net effect over the entire area of

the diffuser would be 0.9997 or -0.03%. When 0 = 90 °,

with the diffuser edge-on to the lamp, the distance to the

lamp varies for different points on the surface. The net
error over the entire surface for this condition is 0.99997

or -0.003%. All other angles fall between these limits.
The signals from the instrument are recorded for 0 = 0°

and at 5° intervals to 0 =-4-75 ° and 2.5 ° intervals over

75 ° <0 < 90 ° . The readings at 0 = 0 ° are recorded at
the beginning, the middle, and the end of each run and

examined as a measure of lamp and instrument stability
over the time involved. At least two runs should be made

ing irradiance Ea(z, 3_)instruments, checking a producffon about different axes through=_he surface of the diffuser.:
run may be satisfactory if the vendor's material and design

are demonstrated to be uniform throughout the run.

Absolute responsivity calibration is done in air with

light arriving normal to the plane of the collector. To

properly measure all irradiance arriving at the plane of
the collector, the response should follow a cosine function

such that E(0) - E(0)cos 0, where E(O) is the indicated
irradiance in response to flux arriving at angle 0 with the

normal to the plane of the collector, and E(0) is the irra-
diance the same flux would produce if it were normal to

the surface. If this requirement is met, then the on-axis

calibration is sumcient and the device will correctly mea-

sure the irradiance arriving at the collector regardless of

the direction, or directions, from which the light arrives.

The preferred irradiance collector design has an im-

proved cosine response over that of a simple flat plate dif-

fuse collector (Boyd 1951, Tyler and Smith 1979). This

improvement is mostly for near-grazing angles (0 ,,, 90 ° to

the normal) and is particularly important when upwelling

underwater irradiance measurements are made, i.e., with

the collector facing downward. In that case, most of the

light is from the sides, in the region of near-grazing angles.

Since Ed(z, )_) measurements are to be made underwa-

ter, the testing to determine the fidelity of the instrument
to the cosine function must be made with the instrument

submerged. A description of the suitable experimental pro-

cedure follows Petzold and Austin (1988).

All readings are normalized to 1.000 at 0 = 0° and then

compared with the value of the cosine of each angle. If

V(0) is the normalized measured value, relative local error
v0

at angle 0 is given as _ - 1.

Assuming the average response to the four measure-

ments made at each 0 (four separate azimuth angles ¢)

adequately represent the overall mean cosine response of

the collector, then the error, e, in measuring irradiance
over the interval 0n < 0 < 0N for a uniform radiance dis-

tribution is approximately

N

V(0i) sin Oi A0

_=n -- 1, (1)E_- N

cos 0_ sin 0_ AO
i=r/,

using a simple trapezoidal quadrature. Similarly, for a
radiance distribution of the form 1 + 4 sin a, to simulate

upwe!led irradiance

N

V(Oi) (1 + 4sin 0i) sin0_ A0
i=O :::

E : N -- i, (2)

cos 0i (1 + 4 sin Oi) sin 0_ AO
i=0

='_ andA0=_.where 00 = 0, ON
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The asymmetry of the cosine response, 5, is equivalent

to a tilt of an ideal cosine collector with respect to the

instrument's mechanical axis, which can be quantified as

e2

f cos(9 + 9t) sin 0do

o_ , (3)

f cos(0 - 0t) sin 9 dO
0z

where 0t is the tilt angle. The measured asymmetry is

computed as the ratio of sums of measurements at opposite

¢ (0 > 0) and -Tr (0 < 0) in the same plane, that is,

0N='_

V(0_, 0) sin 9_ A9

5 = _=0 - 1, (4)
eN=-_r _

V(0_) sin 0i A9
i=O

for A9 = 4-2--_.
Variations in asymmetry from channel-to-channel may

be due to the placement of the individual detectors behind

the diffuser. Any offset of the average asymmetry with the
mechanical axis could be due to:

1) a misalignment on the rotating test fixture,

2) a tilt of the diffuser,

3) the detector array not being centered,

4) a nonuniformity of the reflectance of the internal
surfaces of the instrument between the diffuser

and the sensor array, or

5) a nonuniformity in the diffuser.

4.1.6 Immersion Factors

When the diffuse plastic material used in most irra-

diance collectors is submerged in water, the transmission

through the material becomes less than the transmission in

air. As light enters the diffuser a small part is reflected at
the air-plastic or water-plastic interface. The relative size

of this reflectance, called Fresnel reflectance, depends upon
the index of refraction of the medium on either side of the

interface. The change is such that the relative amount of

light which enters through the interface is larger in water

than in air. After entering the plastic diffusing material

some of the light will, due to scattering, arrive back at the

interface where some gets reflected back into the material

and some will exit into the air or water. More of this light

is able to leave the plastic and reenter the external medium

To measure this effect, a suggested and acceptable pro-
cedure is as follows: The instrument is placed in a tank of

water with the irradiance collector level and facing upward.

A tungsten-halogen lamp with a small filament, powered

by a stable power supply, is placed at some distance above

the water surface. The depth of the water is lowered in

steps and readings are recorded for all wavelengths from

each carefully measured depth. A final reading is taken
with the water level below the collector, i.e., with the col-

lector in the air. The amount of energy arriving at the

collector varies with the water depth and is a function of:

a) the attenuation at the air-water interface, which

varies with wavelength,

b) the attenuation over the water path, which varies

with depth and wavelength, and

c) the change in solid angle of the light leaving the
source and arriving at the collector, caused by

the light rays changing direction at the air-water

interface, which varies with wa.velength and wa-

ter depth.

Using Fresnel reflectance equations, the transmittance

through the surface is

T,(A) -- 4n,o (,k) (5)
(1 + nw(A)) 2'

where nw(A) is the index of refraction of the water at
wavelength )_. The transmittance through the water path,

To(X), is
Tw()_) = e -g(x) z, (6)

where K(X) is an attenuation coefficient of the water and

z is the path length in corresponding units.

The change in solid angle with water depth z is given

by the factor

1 , (7)

where d is the distance of the lamp source from the col-

lector surface. The immersion correction factor Fi(£) for

irradiance is then calculated for each depth z as

E_(A) T,(A)T,,(z, ik)G(z,A), (S)
F,(A) = Ew(z, A)

where E_(A) and E.,(z, A) are the irradiance in air and the

in water than in air. Thus this mechanism decreases the irradiance underwater at depth z, respectively.

transmission when the diffusing material is submerged rel- There are two unknowns in Eqs. (5) through (8): the
ative to the transmission in air. The net result is a loss attenuation coefficient of the water K()_) and the immer-

of transmission when the diffusing material is submerged, sion factor F_(A). A minimum of three measurements must

Since the instrument is calibrated in air, an error due to be made to solve for F_()_): one in air to get E=(X), and

this change in transmission will result when measurements two at different water depths for Ew(z, A). The recom-
are made with the instrument submerge(l, unless a correc- mended method is to take readings of Ew(z, )_) at many
tion is made for this immersion effect, depths. Then, using the exact form of (8), a least-squares
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regressionissolvedfor theF_(A) and K(A) terms giving

the best fit. The complete derivation of Eqs. (5) through

(8) is given in Petzold and Austin (1988).

The absolute calibration for the spectral radiance chan-

nels is found by viewing a surface of known radiance in air

in the laboratory. When the instrument is submerged in
water, a change in responsivity occurs and a correction

must be applied. This change in responsivity is caused by

the change in the indices of refraction of the different me-
dia, in this case air and water. Two optical changes occur,

both of which are caused by the change in refractive index.
The two effects to be corrected are:

1) the transmission change through the air-window

interface during calibration and the water-win-
dow interface during data measurement, and

2) the change in the solid angle included in the un-
derwater FOV relative to that in air.

Since n_(A) is a function of wavelength the correction fac-

tor Fi()_) will also be a function of wavelength.
If the refractive index of air is assumed to be 1.000 at all

wavelengths, and if rig(A) is the index of regraction for the
window, then, as shown in Austin (1976), the correction

for the change in transmission through the window is

+
T,(_) = n=(),)(1 + rig(A)) 2' (O)

and the correction for the change in the FOV, F., is

Fv(A)-- (nw(A)) 2. (10)

The index of refraction for a plexiglass window, ha(A),
may be computed using an emperical fit to the Hartmann

formula, i.e.,

7.5

ng(,k) : 1.47384 + A - 174.71' (11)

where >, is the wavelength in nanomcters (Austin 1976).

The index of refraction for seawater n_(),) may be similarly

computed using an emperical fit of the data from Austin

and Halikas (1976),

6.6096

n_(,k) = 1.325147 + A - 137.1924" (12)

The immersion factor F_(A) is then obtained as

+
F,(A) = T_(A) F_(A) = (1 + rig(A)) 2 (13)

4.1.7 Linearity and Electronic Accuracy

The linearity of the radiometric channels must be de-

termined over their expected range of use. The above-
surface (deck cell) and underwater irradiance sensors in-

tended for the measurement of downwelling irradiance have

20

full-scale (saturation) values that are not readily obtained

with the usual incandescent blackbody sources, such as

1,000 W 3,200K tungsten-halogen projection lamps. The

linearity at the high end of the calibrated range may be

determined by using 900-2,000 W high pressure xenon arc

lamps, which provide a small, stable source of high inten-

sity, (_6,000K) radiation. With such lamps, irradiance

levels approximating full sunlight can be attained. Using

such sources for the high end, and the more easily man-
aged tungsten-halogen lamps over the range below 20-30%

of full scale, the linearity of the response characteristic of

the radiometric channels can be assessed. The flux should

be changed in 5db (0.5 log) or less steps using a proven
and accepted procedure for controlling irradiance such as

inverse square law, or calibrated apertures. These sug-

gested procedures for testing linearity at the higher levels

are not well established in practice, and research is needed

to determine the precision which can be attained.

If departures from linearity are found, they must be in-

corporated into the calibration function for the inslrument

and be properly applied to the raw level-1 data to obtain
calibrated level-2 irradiance and radiance data. Level-1
and level-2 data are defined in section 6.1.

Ancillary sensors, such as, transmissometers, should be

characterized for the linearity and accuracy of the mea-

surement covering the full output range of the sensor. In-

struments with manual or automatic range dependent gain

changing should be tested annually (at a minimum) for
scale offset, and linearity in each range. Errors exceeding

0.1% of reading over the normal range must be corrected.

Other characteristics of electronic sensor systems may

adversely affect measurement accuracy. During the de-
sign and engineering prototype development of a radiome-

ter, the design and implementation must be analyzed to

characterize, and correct as needed, possible effects of hys-

teresis, overload, recovery times, cross talk between either

optical transducers or electronic channels , and sensitivity
to orientation in the Earth's magnetic field, which is par-

ticularly likely with photomultiplier tubes.

4.1.8 Temperature Characterization

Two major types of temperature-induced variation may

be seen in an optical radiometric instrument: 1) offset or

dark changes, and 2) scale responsivity changes. Each

underwater instrument must be individually characterized

over the range -2-40 ° C. In the case of deck cells, the

temperature range for testing should be extended to -10-

45 ° C. If sensors exhibit temperature coefficients greater

than 0.01% per degree-Centigrade over this temperature

range, they should be fully characterized over their respec-

tive ranges to establish the means and precision with which

post-acquisition processing can be used to correct for tem-

perature dependency. Although knowledge of the zero, or
dark current, drift is essential for working at the lowest ra-

diances or irradiances, more significant near-surface errors
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maybeinducedbytemperaturevariationsin responsivity.
Thesepossibleresponsivitychangesmustbe individually
determinedacrossthespectrum.

In theabovediscussion,thetemperaturescitedareen-
vironmental temperatures, but any correction must use the

temperature of the affected element, which is normally in
the interior of the instrument. This is best accomplished

by routinely using temperature sensors placed at critical

locations within the instrument. For highest precision, dy-

namic temperature testing involving temporal transients,

as well as possible temperature gradients within an instru-

ment, may be appropriate.

4.1.9 Pressure Effects

Pressure can cause radiometric measurement errors by

deforming irradiance collectors. Pressure coefficients asso-
ciated with Teflon-based irradiance diffusers are known to

exist, but they are not uniform and there may be hystere-
sis effects. It is recommended that each type of irradiance

detector be examined for variations in responsivity with

pressure. If a significant effect is observed, then pressure-

dependent responsivity coefficients should be determined

separately for each instrument and collector. The pres-

sure characterization should also test for, and quantify,

hysteresis and temporal transients in responsivity under a

time varying pressure load. The characterization of pres-

sure effects has not previously been common practice, and
the requisite procedures are therefore poorly defined; new

protocols must be developed.

4.1.10 Pressure Transducer Calibration

The radiometer's pressure transducer, which is used to

measure instrument depth during profiles, should be tested

and calibrated before and after each major cruise.

4.2 Radiometric Standards

4.2.1 Lamp Irradiance Standards

The options available for radiometric calibration stan-
dards are limited to standard sources or standard detec-

tors. Lamp standards of spectral radiance and irradiance

are provided by NIST and various commercial standard-

izing laboratories and manufacturers who furnish NIST

traceable secondary standards. The uncertainty cited for

these standards by NIST is at best 1% in the visible and

3% is a more realistic estimate of absolute accuracy at-

tainable using lamp standards alone. Over the calibration

range from 250-2,500 nm, the uncertainty is approximately

6% at the endpoints.

The lamp standard of spectral irradiance is tradition-

ally used for radiometric calibration, mainly because of its

ease of use compared to the spectral radiance lamp. NIST

publishes guidelines for the setup, alignment, and use of

these standards. The vendors that manufacture and cali-

brate these lamps also issue guidelines for their use.

4.2.2 Radiance

Spectral radiance may be obtained by using an irradi-

ance standard lamp and a Lambertian reflecting plaque.

The standard lamp is positioned on-axis and normal to
the center of the plaque at the calibrated distance. The

instrument or detector package to be calibrated is nomi-

nally positioned to view the plaque at 45 ° measured from

the axis. The radiance, then, is given by

L(,k)- p(,k)E(.k), (14)
7r

where p()_) is the bidirectional reflectance of the plaque for
0 ° incidence and 45 ° viewing, E(*) is lamp irradiance, and
the total FOV of the instrument being calibrated is filled

by the illuminated plaque.
The known radiance of the plaque provides an accu-

racy comparable with that of the irradiance standard lamp,

i.e., < 3%, for calibrating a radiance detector with a very

narrow FOV (_1 °. Large plaques, e.g., 40x40cm, have

been successfully used to calibrate radiance sensors having

up to 25° full-angle FOVs. Intercomparisons of calibra-

tions, made using this technique at different laboratories,

of MER-series radiance sensors (full-angle FOVs ranging

from 20-24 ° in air) have generally agreed within ,,,5%.

A better approach to calibrating multispectral radi-
ance sensors is to view an integrating sphere that is uni-

formly illuminated by stable, appropriately baffled lamps,

and which has an exit port large enough to completely
fill the sensor's FOV. The sphere and exit port must be

large enough to place the radiance sensor far enough away

to prevent significant secondary illumination of the sphere
walls due to retro-reflection off the sensor's entrance op-

tics; if the sensor is too close, the retro-reflected light will
both increase and distort the uniformity of the radiance

distribution within the sphere. Traditionally, the calibra-
tion of an integrating sphere radiance source has been ac-

complished by appropriately transferring the known out-

put from a standard lamp irradiance source.

Method I: The approach used at NASA/GSFC is

to view the irradiance output of the lamp, initially,

and then the sphere, with a spectrometer equipped

with integrating inpu t optics (McLean and Guen-
ther 1989; Walker, Cromer, and McLean 1991). The

spectral irradiance responsivity of the radiometer is
calibrated using the lamp data, and-the (assumed)

Lambertian radiance of the sphere is determined by

dividing the measured spectral irradiance output of

the sphere by 7r.

Method 2: An alternative method is to calibrate

a stable narrow FOV radiometer by viewing the

standard lamp output reflected from a plaque, as
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describedabove.Theoutputfromthesphere'sexit
port is thenviewedwithinthisradiometer.Thera-
diometershouldalsobeused,at thispoint,to map
theangulardistributionofradiancein thesphereas
viewedthroughtheexit port. Thisimportantver-
ificationof a uniformradiancedistributionis not
possiblewhenMethod1isusedto calibratesphere
radiance.A promisingvariantofMethod2is tocal-
ibratethesphereusingaself-calibratingradiometer
(Palmer1988).

4.2.3 Radiance Standardization

Detectors of the type embodied in the United Detector

Technology QED-200 radiometer are 99.99% quantum ef-

ficient. Palmer (i988) shows how such a detector may be

combined with precision apertures and well-characterized

filters to measure self-calibrated spectral radiance with an

absolute accuracy less than 1%. A calibration approach
based on such radiometer standards is essential to achieve

1% internal consistency in the radiometric accuracy of
measurements made for SeaWiFS radiometric validation.

It is worth emphasizing here that the essential objec-

tive is to achieve internal consistency in the SeaWiFS op-

tical database through uniform application of calibration
techniques based on a common radiometric standard with

precision approaching 1%, or less if possible. An impor-
tant, but not essential, goal is to establish NIST traceable

absolute accuracy of less than 1% with this standard.

A self-calibrating radiometer may be used directly to

calibrate and map the radiance distribution of integrating
sphere sources (Method 2 in section 4.2.2 above). The self-

calibrating radiometer standard of radiance may be trans-

ferred to a stable lamp source of irradiance through the re-

versal of the reflectance plaque technique, described above

for calibrating radianc(isensors with a standard lamp irra-
diance source.

These ideas, as yet, have not been incorporated into
a practical and widely accepted set of procedures for cali-

brating oceanographic or airborne radiometers using self-
calibrating radiometric standards. A significant level of

laboratory work must be done to establish the repeata-

bility of results attainable through these techniques un-

der a variety of conditions, and to codify that experience

into calibration protocols. The spectral responsivity of

the QED-200 type detector is known, for example, to vary

systematically with temperature (Kohler et al. 1990), and
the spectral transmission functions of the filters in a self-

calibrating radiometer must be re-characterized at a fre-

quency that will guarantee the accuracy of the calculated

radiance. This frequency must be established through ex-

perience, but a re_nable first guess is that filter trans-
mission functions should be remeasured every few months.

One SeaWiFS goal is to base radiometric validation on

shipboard, moored, and airborne radiometry with 1% ac-
curacy, if that goal is to be substantially achieved, then

the work described above to establish new calibration stan-

dards and protocols must be pursued vigorously over the

next two years.

4.2.4 1_aceability and Comparisons

The variety of instruments available for validation mea-
surements makes it imperative that some common calibra-

tion traceability exists. Recognizing that it would be im-

practical to characterize and calibrate all oceanographic
and aircraft radiometers at GSFC, several remote calibra-

tion facilities should be established, and working standards
and protocols used at these facilities should all be traced !

directly to those at the GSFC calibration facility. This

organizational structure is shown schematically in Fig. 2. __

Methods of standards intercomparison may include use of
NIST calibrated filter radiometers to track and document

the operation of each facility (radiometer wavelengths to

be determined). Round-robin blind calibration compar-

isons of a standard instrument would also be implemented

to benchmark the internal consistency of calibrations per-
formed at the various facilities.

4.2.5 Portable Standards

Stable lamp sources in rugged, fixed geometric configu-
rations should be used to track instrument performance in !

u
between radiometric calibrations. ][rradiance channels can =:

t

be monitored with irradiance sources at fixed distances "-

from the collectors, while radiance sources can be mon-

itored by filling the FOV with diffuser plates placed in

front of the irradiance sources, or by using integrating cav- o

ity sources. In each case, careful attention must be given
to fixing specific geometries of source and detector in each

use. The stability of the lamp output and the repeatability
of measurement must be sufficient to detect 2% variations

in an instrument's performance. An instrument should

be connected to the portable standard and its response !

recorded daily, keeping a record of instrument vesponsiv- ,

ity throughout an experiment since, these sources would !
provide an essential warning of problems if they appear.

The portable field reference source must be available i
i

when the complete radiometric calibrations are performed |
so that a baseline may be established and maintained for i
each sensor channel (section 4.1.1). These sources are not i

a substitute for complete calibrations. However, the tem- i
poral record they provide will be invaluable in cases where J
the pre- and post-cruise calibrations disagree or if the in- i
strument is disturbed, e.g._ opened between calibrations, |
or the data quality are otherwise suspect. These porta- |
ble standards are an important part of the recommended

instrument package.

Although several manufacturers offer somewhat port-

able irradiance and radiance sources, there has been very

little pre_dous work to validate and use portable radiomet- . :

ric standards to test oceanographic radiometers in the field.

Therefore, detailed hardware specifications and procedural

L
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Fig. 2. Organizational structure for optical instrumentation characterization and calibration.

protocols must be developed through a series of laboratory

and field tests using candidate equipment and standards.

4.3 Airborne Radiometers

In general, the protocols specified in section 4.1 for

oceanographic radiance sensors are applicable for charac-

terizing and calibrating airborne radiometers. Obvious ex-

ceptions are that immersion and underwater FOV charac-

terizations are not appropriate for aircraft sensors.

Polarization sensitivity is more critical in airborne than

underwater radiometry. If a radiometer measures polar-

ization components of radiance, then its responsivity and
rejection of cross-polarization radiance must be character-

ized for each component channel. For aircraft radiometers,

as with SeaWiFS, sensitivity to linear polarization must be

less than 2%, and the actual degree of polarization sensi-

tivity must be characterized for each channel.

A generalized protocol for characterizing a radiome-

ter's polarization sensitivity is given here. The instrument

should vi.ew a source of linearly polarized radiance, and its

apparent radiance response L1 (A) should be recorded. The
instrument should then be rotated 90 ° about its FOV axis,

still viewing the linearly polarized radiance source, and the

apparent radiance response L2 (A) should be recorded. The

instrument's polarization sensitivity will be calculated as

2(51(A) - L2(A))

P(A)= L---_ "_ L2--_ (15)

As required for the SeaWiFS sensor, airborne radiometers
must satisfy P(A) < 0.02.

A very simple, semi-quantitative test of a radiome-
ter's polarization sensitivity can be performed outdoors

on a cloud- and haze-free day. The instrument should

be pointed at the sky in the zenith-sun plane at an an-

gle of approximately 90 ° fi'om the sun, and its response

LI(A) recorded. Since singly-scattered Rayleigh radiance
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is 100%polarizedat a scatteringangleof 90°, if aerosol
scatteringis small,theskyradianceviewedat thisangle
willbestronglypolarized.If theinstrumentisthenrotated
90° aboutits FOVaxisto measureL2(),), an approximate
estimate of P()_) may be computed, as above.

Specification of detailed protocols for laboratory char-

acterization of a radiometer's polarization sensitivity will

require more attention than is available here. In particular,

protocols should be developed which describe in detail:

l) laboratory setups for producing a stable, uni-

form, extended source of linearly polarized radi-

ance; and

2) laboratory procedures for measuring the actual

degree of polarization of the polarized radiance

source and for determining the accuracy of the

polarization sensitivity estimate achieved using
a particular experimental setup.

Temperature dependence of an airborne radiometer's

polarization sensitivity should initially be characterized at

5 ° and 30 ° C. If significant differences in P()_) exist at these
extremes of instrument operating temperatures, then po-
larization sensitivity measurements should be made at sev-

eral additional temperatures in that range.

4.4 Calibration of IOP Meters

Calibration of beam transmissometers has traditionally
been carried out by means of measurements in air with a

subsequent adjustment for changes in the Fresnel j'eflec-
tions of the windows upon submergence into water. The

660 nm transmissometers produced by Sea Tech are inde-

pendently calibrated at the factory against particle-free
water of measured transmittance, after which calibration

is maintained via frequent air calibrations. This approach

is adequate until a pure water standard, using water gen-

erated by reverse osmosis, has been developed and proven

reliable for shipboard use. It is anticipated that the pure

water standard will be proven by the time of the SeaWiFS

deployment. The pure water standard will be particularly
useful for pump-through devices, such as the spectral ab-

sorption and attenuation devices now being developed, as

they can be connected to the pure water system after each

cast to provide frequent calibration, and make it possible

to closely track any deterioration of the instruments. Daily

air calibrations of systems without pumps are desired.

Calibration of the scattering devices must be handled
on a case-by-case basis and calibration standards need to

be developed along with the instruments.

4.5 Calibration of Sun Photometers

S_un photometer calibrations should be performed at

throughout the course of the day. The validity of using

these measurements as calibration of a sun photometer

hinges strongly on the assumption that aerosols are uni-

formly distributed and do not vary throughout the day.
Therefore, these Langley calibrations should be performed

in areas of atmospheric stability with low aerosol loading.
Suitable locations include the astronomical observatories

at Mauna Loa, Hawaii, and Kitt Peak, Arizona. In be-

tween these calibrations, radiance calibrations with stan-

dard lamps may be used as a stability check (Shaw 1976).

Temperature stability should be characterized for each

instrument. Linearity and spectral calibrations should be

performed with the same frequency as the absolute cali-
bration; this work must be done in the laboratory.

4.6 Radiance Distribution Cameras

Absolute and spectral calibrations should be performed
on the radiance distribution camera before and after each
cruise. A full characterization Of the instrument should

be performed initially, including camera lens roll-off char-

acteristics for each camera (Voss and Zibordi 1989). if
attenuation devices are used to prevent solar saturation,
these should be calibrated frequently to track drift. Lin-

earity calibrations should also be performed with the same

frequency as the absolute and spectral calibration. Pro-

cedures for characterizing this class of instruments are es-
sentially the same as for other rad_ahce detector systems.

Each individual detector element in the detector array is

essentially regarded as an independent radiometer.

4.7 Pigment Calibrations

HPLC equipment used to measure phytoplankton pig-

ment concentrations is to be calibrated using standards

distributed under the auspices of the U.S. JGOFS Program
(JGOFS 1991). Bench fluorometers used to measure con-

centrations of extracted chlorophyll a and phaeopigments

should be calibrated using authenticated standard chloro-

phyll a adopted for HPLC (JGOFS 1991). In situ fluorom-

eters should be calibrated against extracted chlorophyll a

from concurrent bottle samples.

4.8 CTD Calibrations

The conductivity probe, temperature probe, and pres-
sure transducer of the CTD should be re-calibrated be-

fore and after each major cruise by a properly equipped

physical oceanographic laboratory, including those main-

tained by many CTD manufacturers. In addition, the con-

ductivity probe should be independently calibrated dur-

ing the course of each cruise by obtaining salinity water

samples (section 5.2.3) simultaneous with CTD readings.
least annually, whenused cconsistently, through a Langley These salinity samples are to be analyzed, either at sea

calibration proced_r-e+_-Tn th_s procedure, the solace- or ashore, with a laboratory salin()meter calibrated with

nal transmitted through the atmosphere is measured over International Association for the Physical Sciences of the

different air masses, i.e., at different solar zenith angles, Ocean (IAPSO) Standard Seawater.
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If simultaneous deployment of the CTD with optical validation and algorithm database. The influence of ship

instruments having independent pressure transducers is shadow is best characterized in terms of attenuation length

practical, the two depths measured by the different instru- 1/Ka()_) (Gordon 1985). Because Lw is required with an
ments should be compared over the range of the cast. If accuracy of 5% or better, the protocol requires that vet-

depth measurements disagree significantly, these compar- tical profiles collect data outside the effects of ship per-
isons may be used to correct whichever transducer is found turbation to the radiant energy field. To accomplish this,

to be in error through analysis ofpre- and post-cruise pres- the instrument must be deployed from the stern, with the

sure transducer calibrations.

5. MEASUREMENT PROTOCOLS

5.1 Spectral Irradiance and Radiance

Determinations of Ea, E_,, and L_,, both near the sur-

face and as profiles, are required for calibration and val-
idation of satellite sensed water-leaving radiances. Near-

surface measurements through at least the top three op-

tical depths are needed to reliably extrapolate to z -- 0;

a profile through at least the top optical depth is essen-
tial. To better characterize the water column for remote

sensing applications, e.g., primary productivity estimation,

deeper profiles should be made to 200 m or seven optical

depths whenever possible. Sea bed reflection influences
on L_, and Et, should be avoided for SeaWiFS validation

and algorithm development by collecting data only from

water deeper than six optical depths for Ed(490); remote

sensing applications for optically shallow situations where

bottom reflectance is present are not within the scope of

these protocols.

The two primary error sources in the determination of

these optical parameters are: the perturbation of the in-
water radiance field by the ship (Gordon 1985, Smith and

sun's relative bearing aft of the beam.
Estimates of the minimum distance away from the ship,

expressed in attenuation lengths to minimize error, under
conditions of clear sunny skies, are given below. For Ed()_)

measurements, the general equation for distance away, _,

in meters is given as

sin(48"4°) (16)
_= Ka(A)

The distance from the ship is required to be 3/Ku(A) m for

E,(,_) and 1.5/KL()_)m for Lu(,k) measurements. These
distances should be increased if the instrument is deployed

off the beam of a large vessel.

A variety of methods have been used to deploy opti-

cal instruments beyond the influence of the ship. During

CZCS algorithm development, floating plastic frames were

equipped with small winches to obtain near surface optical

profiles some distance away from the ship. An umbilical

cable provided power and data transfer. These platforms,

while being somewhat difficult to deploy, worked well at

avoiding ship shadow. Alternatively, extended booms can
be used to deploy the instrument away from the ship which

has the advantage of allowing relatively rapid deployment

and simultaneous rosette bottle sampling. As a point of

caution, however, long booms may accentuate unwanted

Baker 1986, Voss et al. 1986, and Helliwell et al. 1990), and vertical motions due to ship pitch and roll.

atmospherically induced variability in radiance incident on i Waters et al. (1990) used an optical free-fall instrument

the sea surface during in-water measurements (Smith and (OFFI) that allows optical data to be obtained outside

Baker 1984). The influence of ship shadow on profiles of
Ea, Eu, and L_, is dependent upon: solar zenith angle,

the spectral attenuation properties of the water column,
cloud cover, ship color and size (length, beam, draft, and

freeboard), and instrument deployment geometry. Atmos-
pheric variability depends primarily upon sun elevation
and cloud cover. The near surface in-water data also show

variability caused by wave focusing, which can be mini-

mized at a fixed depth by averaging over several wave pe-

riods_ but which can pose severe problems in profiles when
the instrument descends at speeds of 0.5-1 m s-1 . Raman

scattering and fluorescence result in second-order errors

near 490 nm (CDOM fluorescence); at longer wavelengths,

contributions from phycoerythrum and chlorophyll a fluo-

rescence and water Raman scattering are significant.

5.1.1 Ship Shadow Avoidance

The complete avoidance of ship shadow, or reflectance,

perturbations is a mandatory requirement for all radio-

metric measurements to be incorporated into the SeaWiFS

the influence of ship perturbation. In addition, the OFFI

approach allows optical data to be obtained independently

from violent ship motion, which may be transmitted to the
instrument via the hydrowire, especially on a long boom.

Yet another method for the deployment of optical sensors

is via a remotely operated vehicle (ROV). Smith et al. (R.

Smith, pers. comm.) have deployed a spectrometer on an
ROV and obtained data completely free of ship influences.

The above criteria for ship shadow avoidance are ad-

mittedly very conservative. Unfortunately, the above cited
models and observations provide only approximate guid-

ance on minimum distances at which ship reflectance and

shadow effects become insignificant under all circumstan-

ces. Therefore, the SPSWG has adopted relatively extreme

distance criteria, recognizing that in many specific combi-

nations of lighting conditions, ships and optical properties,

ship shadow, and reflection effects may become unimpor-

tant much closer to the ship.

The essential requirement is that each investigator es-
tablish that his measurements of Ea, E,,, and L, submit-

ted for SeaWiFS validation and algorithm development are
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freefromshipinducederrors.Thesimplestwaytodothis
is to adhereto theabovedistancecriterion,whichis not
difficultwhenusingeithera tetheredfree-fallsystem,or
instrumentsmountedonanROV.In othercases,it is in-
cumbentupontheinvestigatorto otherwisedemonstrate
theabsenceofshipeffects,e.g.,throughanalysisofaseries
ofprofilesat increasingdistance.

Atwavelengthswhereattenuationlengthsarethesame
orderofmagnitudeas,or lessthan,thesizeoftheinstru-
mentpackage,e.g.,in theultraviolet-B(UVB)orredand
nearIR spectralregions,caremustbe takento consider
possibleperturbationof theradiancefieldby theinstru-
mentpackage.Methodsof accountingfor serf-shadowing
bytheinstrumentarenotwellestablishedandnewmea-
surementapproachesmustbedeveloped(section5.1.6).

5.1.2 Depth Resolution in Profiles

The instrument sampling rate and the speed at which
the instrument is lowered or raised through water should

yield at least 2 and preferably 6_8 samples per meter.

5.1.3 instrument Dark Readings

The dark current of optical sensors is frequently tem-

perature dependent. Consequently, accurate radiometric

measurements require careful attention be given to dark
current variability. It is recommended that each optical

measurement be accompanied by a dark current measure-

ment. When there is a large difference between the temper-

ature on deck and the water temperature, the instrument
should be allowed to equilibrate with the water at the start

of each cast.

Deep casts, e.g., 500 m, may permit the determination

of the dark current in each optical channel at the bottom of

each cast. However, many instruments are not designed to

be safely lowered to 500 m, and this approach is usually not

feasible. Furthermore, there is some intrinsic uncertainty

over possible contamination by bioluminescence when dark

readings are obtained in this way. If the instrument is

equipped with a shutter, dark currents can be measured at

any depth in the cast. If the dark current is not determined

during the cast, it should be determined as soon as possible
after the instrument is returned to the deck.

Temperature effects on sensor responsivity can be sig-

nificant and should not be ignored. Therefore, sensors

should be equipped with thermistors on detector mounting

surfaces to monitor temperatures for data correction. Oth-

erwise, deck storage should be under thermally protected

conditions prior to deployment and on-deck determination

of dark voltages.

5:i.4 :Surface incldent irradiance

Atmospheric variability, especially under cloud cover,
leads directly to variability of the in-water light field and

must be corrected to obtain accurate estimations of optical

for SeaWiFS Validation

properties from irradiance or radiance profiles. First order
corrections for this variability can be made using above

water (on deck) measurements of downwelling spectral ir-

radiance, Es(A) = Ed(O +, A). Smith and Baker (1984) and

Baker and Smith (1990) theoretically computed the irra-
diance just below the air-water interface, Ed(0-,)Q, from

deck measurements to correct in-water profile data.

The deck sensor must be properly gimballed to avoid

large errors in E_(A) due to ship motion in a seaway. How-

ever, improper gimballing can actually accentuate sensor

motion under some circumstances, and this aspect of a

shipboard radiometer system must be engineered with care.

Waters et al. (1990) demonstrated a method to more di-

rectly determine Ed(O-, _) by deploying an Optical Surface

Floating Instrument (OSFI) to obtain continuous optical

data just below the air-water interface. These Ed(0-, )Q
are used as a normalization factor to correct for variations

in irradiance during a vertical profile, or over the period

of a day for a series of profiles_ Research is needed to de-
termine whether this should be the preferred approach for
SeaWiFS validation measurements.

5.1.5 Instrument Attitude

An instrument's vertical attitude is a critical factor in

measurements of Ed(z, )_) and E,,(z, )_) and is only sli]_htiy

less so for L_,(z, _). Therefore, roll and pitch sensors must
be installed in the underwater radiometers used for the

SeaWiFS project. The data from the attitude sensors are

to be recorded concurrently with the radiometric data and

are to be used as a quality control indicator. It is not

deemed necessary to determine or control attitude deter-

mination errors resulting from surface wave-induced accel-

erati0ns at very shallow depths.

5.1.6 Instrument Self-Shading

Gordon and Ding (1992) modeled the errors introduced

by an instrument's own shadow in direct measurements of

L_(A) and E_,(A). For this error to be less than 5%, with-

out modeled corrections, the instrument radius r must sat-

isfy r _< (40a(A)) -1 for E_,()_) and r <_ (100a()Q) -1 for

L_(A). They calculate for A = 865 nm in pure water, as
an example, that the instrument radius must be approx-

imately 0.3cm to measure E_(865) with _< 5% error; the

instrument radius must be significantly smaller for direct

measurement error in Z_(865) to be _< 5%1

Gordon and Ding (1992) also propose a simple model

for correcting L_()_) and Eu()Q for self-shadowing. They
write

L_,(A) (17)
= 1 -

and

e()_) -- 1 - e -k'"(x_, (18)

where " is the true value,- is the measured value, k' =

y/tan 0o_, Oo_ is the refracted solar zenith angle and y is
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anempiricalfactorfor whichtheygivevaluesdetermined
byfittingtheirmodelresults(y ,-, 2). A similar correction,

with a different table of values for y applies to Eu()_).

When the above geometric corrections are applied, Gor-

don and Ding (1992) estimate errors _< 5% in L_,(A) could
be determined from measurements with instruments hav-

ing diameters _< 24cm for £ <_ 650 nm, and with instru-
ments of diameter _< 10cm for 650 < _ <_ 700nm at

solar zenith angles 00 :> 20 ° and chlorophyll concentra-

tions _< 10mgm -a. To measure L_,(A) correctable to less

than 5% error at O0 = 10 ° (chlorophyll concentrations

_< 10mgm-a), instrument diameters must be _< 12cm for
), < 650nm and _< 5cm for 650 < ,k _< 700nm Even with

these corrections, however, instrument diameters _< 1 cm
must be used to assure self-shading Lu()_) errors _< 5% at
780 and 875 nm.

Experimental tests are needed to confirm the accuracy

in L_,(A) and E_(A), which can be obtained using correc-

every cast to verify the windows are clean. A transmis-

someter dark voltage should also be measured at this time.

These on-deck air calibrations are not very reliable mea-

sures of temporal drift or degradation in the instrument's
source or detector, however. In the humid, or even wet,

environment on the deck of a ship, the windows are often

quickly obscured by condensation, and the glass tends to
absorb enough water to affect transmission slightly (J.R.

Zaneveld, pers. comm.). A very careful air calibration

shall be performed before and after each cruise under dry

laboratory conditions. During an extended cruise, the in-

strument should be moved to a dry location in a ship-

board laboratory, and after allowing several hours for the

windows to dehydrate, a careful air calibration should be

performed. Only the laboratory air calibrations should be
used in the final processing of beam transmissometer data.

Both the laboratory condition air calibration and dark

voltages, and the factory calibration voltages, assume the

tions of the form proposed by Gordon and Ding (1992). data acquisition system measures instrument response as

These experiments should be carried to completion prior true _Volts. It is imperative, therefore, to calibrate the

to SeaWiFS launch. In the interim, until confirming ex- end-to-end analog-to-digital (A/D) data acquisition sys-

perimental results are available for fine tuning, corrections tern and characterize its response to known input voltages.

should be made using the coefficients and procedures rec- Corrections of the form
ommended by Gordon and Ding (1992) on the basis of

their Monte Carlo simulations. V = a(T) + b(T)V, (19)

5.2 Ancillary Profiles where T is temperature, must usually be applied to exter-

Beam transmittance, CTD profiles, and chlorophyll a hal voltage inputs recorded with the A/D circuits of CTDs
fluorescence should be measured at the same stations as the or profiling radiometer systems. The range dependent A/D

irradiance and radiance measurements. Preferably, these bias coefficients should be determined at approximately

auxiliary profiles should be measured simultaneously with, 5 ° C intervals over the range from 00-25 ° C to characterize
or otherwise immediately before or after, the radiometer the temperature sensitivity of the data acquisition system.

profiles. If possible, these profiles should be made in con- For the development of bio-optical algorithms describ-

junction with bottle samples. For the verification of the --ing the inherent and apparent optical properties of the wa-

satellite sensor, these data will be used as a guide to the ter, and for algorithms estimating primary productivity,

uniformity of the first optical depth and to determine water more stringent requirements are recommended for trans-

bottle sampling depths.
The IOP, fluorescence, and CTD profiles will also be

used as a guide for, and constraints on, the smoothing of

K(z) from the radiometric profiles. The location of max-
ima and other features in the structure of these profiles

identify inflection points for segmenting the optical pro-

files into finite depth elements (layers) for the analysis de-

scribed by Mueller (1991) or Petzold (1988). Both of these

techniques use multiple segments for the statistical fit of

analytic functions to the measured profiles. These data
will also be used to develop and validate pigment and pri-

mary productivity algorithms.

5.2.1 Beam Transmittance

The windows on the beam transmissometer must be

cleaned with lens cleaner or a mild detergent solution, and

a soft cloth or tissue, rinsed with distilled water, and fi-

nally rinsed with isopropyl alcohol and wiped dry. An ap-

proximate air calibration reading should be made before

missometer calibration and characteristics. Spectral mea-
surements of beam transmittance should be made with

absolute accuracies of 0.1% transmittance per meter, or

0.001 m -1 beam attenuation coefficient c(,k). These accu-

racies may be achieved using new calibration techniques,
which include a clean-water standard such as a continuous

flow of reverse osmosis water, but methods and protocols

suitable for use at sea are presently under study (J.R. Zan-

eveld, pers. comm.).

5.2.2 Chlorophyll a Fluorescence

An in situ fluorometer should be employed to measure

a continuous profile of chlorophyll a fluorescence. The fluo-
rometer should be mounted on the same underwater pack-

age as the transmissometer, CTD, and water sampler, if
one is employed. If possible, the radiometer should also be

on this package.

The A/D channel used to acquire and record signal
voltages from the in situ fluorometer must be calibrated,
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andits temperature-dependentresponseto knownvoltage
inputscharacterized.Duringprocessing,a correctionof
theformgivenin (19),mustusuallybeappliedto values
recordedwith theA/D circuitsof CTDsandprofilingra-
diometersystems.Asin beamtransmittance,therange
dependentA/D biascoefficientsshouldbedeterminedat
approximately5°C intervals over the range from 0-25 ° C

to characterize the temperature sensitivity of the data ac-

quisition system.
Zero fluorescence offsets should be measured on deck

before and after a cast; the optical windows should be

shaded to avoid contamination of the zero offset value by

ambient light. Before each cast, the fluorometer windows

should be cleaned following the manufacturer's inStruc-
tions. •

For chlorophyll a determinations, fluorescence measure-

ments should be compared to HPLC and extracted pig-

ment measurements from discrete water samples, for com-

parison with JGOFS standard measurements and histori-
cal databases. In situ fluorescence measurements will be

used to provide continuous vertical profiles of interpolated

pigment concentration using bottle samples as tie points.

5.2.3 CTD Profiles

Vertical profiles of CTD should be measured to at least
the depth of the deepest bio-optical profile. If the station

schedule will permit it, sections of CTD casts extending

to 500 m, or deeper, will be useful for computing relative

quasi-geostrophic currents and shear, which may affect the

advection and mixing of bio-optical properties during a

cruise. A real time analysis and display of the CTD pro-

file, together with displays of c(660) and in situ fluores-
cence profiles, should be available as a guide in choosing

the depths at which water sampling bottles will be closed.

If possible, a few d_p (> 1500m) CTD and bottle

sample profiles should be made during each cruise to ob-

tain data for calibrating the CTD's conductivity probe.

During these CTD calibration casts, water samples should

be taken at depths where the vertical gradient of salinity is

very small. This practice will minimize errors in the cdn-

ductivity calibration resulting from the spatial separation

of the water bottle and CTD profile. The bottled salin-

ity samples may be stored for post-cruise analyses ashore
at a laboratory equipped with an accurate salinometer and

IAPSO Standard Seawater, if suitable equipment and stan-

dard water are not available aboard the ship.

5.3 Atmospheric Measurements

5.3.1 Sun Photometry

- Measurements of the direct-_iar beam, using the sun

photometer, should be performed during the optical sta-

tions. If sky radiance distribution measurements are per-

formed, it is important that these measurements are per-

formed contemporaneously. While the preferred method
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of determining the optical thickness of the atmosphere is

by measuring the solar transmission as a function of solar

zenith angle, rarely are the atmospheric conditions stable

enough at sea for this method to work. Thus a stable, well
calibrated photometer can be used with measurements at

a single zenith angle to obtain the solar transmission and

thus the aerosol optical depth.

Atmospheric measurements should be performed only
when no clouds, including high cirrus, obstruct the solar

disc. Careful documentation of sky conditions are impor-
tant, as are accurate recordings of time of day and station

location. The latter data are important in determining the

true solar zenith angle and, hence, the air mass in the solar

path. It should also be obvious that care should be taken

to avoid ship perturbations (stack gas) from interfering

with the measurements. Ancillary measurements such as

barometric pressure are important in separating Rayleigh

scattering from the aerosol scattering.

5.3.2 Sky Radiance Distribution

Complete sky radiance distributions should be mea-

sured with a radiance distribution camera during the Sea-

WiFS radiometric initialization and validation optical sta-

tions. For this purpose, it is critically important that these
measurements be obtained whenever totally clear sky con-

ditions persist. Coincident with these measurements, sun

photometer measurements should be obtained. When lo-

cating the camera system for these measurements, it is

important the FOV be as unobstructed as possible. While

it would be optimum to have a completely unobstructed
FOV, this is often not practical. Therefore, during mea-

surements, at least one hemisphere, defined by the sun-

zenith plane, should be unobstructed; through symmetry,

this should yield a complete radiance distribution.

Ship perturbations must be avoided. It is important to

document where the instrument is located and what pos-

sible perturbations might exist, even though these effects

may be obvious in the data.

It would also be highly desirable to add sky radiance

measurements to every SeaWiFS algorithm development

and validation cruise. Gordon (1989) rigorously demon-

strated the importance of determining _d, the mean cosine

for downwelling radiance (Morel and Smith 1982), for the
bio-optical interpretation of Ka()_, z). Cordon (1989) also
showed for cloud-free skies how a reasonable estimate of

_d(0 +) can be obtained from spectral irradiance deck cell
measurements with and without the sun blocked from the

irradiance collector's view. This procedure should be done

routinely, whenever it is practical to do so. Unfortunately,

the collective scientific experience is that cloud-free skies

rarely occur at ocean optical stations.

If a calibrated spectral radiance distribution camera

is available, then Lsky()_, O, ¢) should be measured several

times during each spectral radiometer cast and used to

compute _a(0 +, z). Radiancedistribution cameras are ex-
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pensivetobuild,however,andoneisnotlikelytobeavail-
ableaboardeverySeaWiFSvalidationvessel.A recom-
mendedalternativeapproachis to acquire:

1) all-skyphotographstakeneitherwithaconven-
tionalcameraor,preferably,adigitallyrecorded
camerasystem(someresearchmustbedoneto
developproceduresforattenuating,orblocking,
thesun'simageandforusingfilters);

2) measurements,withanarrowFOVspectralra-
diometerofLsky(_, 0i, ¢_) at several discrete an-
gles 0i and ¢_; and

3) E_(A) measurements of Esun(A) + Esky()_) with
the sun's image blocked by shadowing the deck

cell irradiance collector (Gordon 1989).

During the prelaunch experiments, _a(0 +, A) estimated

from measurements of these types should be compared

with _a(0 +, ,k) determined from direct measurements of
sky radiance using a spectral radiance distribution cam-

era system.

5.4 Water Samples

Duplicate samples should be taken at each of 12 depths,

including at least three depths within the first attenua-

tion length 1/K(490), however, in coastal areas with short
attenuation lengths, this may not be possible. Samples
should also be taken in the in vivo fluorescence and beam

attenuation maxima. The remaining samples should be

spaced throughout the water column using beam attenua-

tion, in situ fluorescence, and CTD profiles as a guide.

5.4.1 Pigment Analysis

Water samples should be taken at the site of, and simul-

taneously with, the surface in-water upwelled radiance and

reflectance measurements, and at depth increments suffi-

cient to resolve variability within the top optical depth.

The K(z, ),) profiles over this layer will be used to com-

pute optically weighted, near-surface pigment concentra-

tion for bio-optical algorithm development (Gordon and

Clark 1980).
When possible, samples should be acquired at several

depths distributed throughout the upper 200 m of the wa-

ter column [or in turbid water, up to seven optical depths,

ln((E(O)/E(z)) = 7], to provide a basis for relating chloro-
phyll a fluorescence signals to pigment mass concentration.

For high accuracy determinations of chlorophylls a, b,
and c, as well as carotenoid pigments, it is recommended

that HPLC techniques be used (Mantoura and Llewellyn

1983, Gieskes and Kraay 1986). The protocols to be em-

ployed in the SeaWiFS validation program for HPLC pig-

ment analyses are prescribed in the JGOFS Core Measure-

ment Protocols (JGOFS 1991). These protocols include:

1) pre-filtering to remove large zooplankton and

particles,

2) use of Whatman glass fiber filters (GFF) (ap-

proximately 0.7 #m pore size),

3) extraction in 90% acetone, and

4) calibration with authenticated standards.

In addition to HPLC analyses, it is also recommended

that the standard fluorometric method (Yentsch and Men-

zel 1963, Holm-Hansen et al. 1965, and Strickland and Par-

son 1972) for measuring chlorophylls and phaeopigments

also be applied to the same extracted pigment samples

(section 6.5.2) used for HPLC analysis. This additional

analysis by the standard fluorometric method will enable
a direct link to the historical bio-optical algorithms and

database developed during the CZCS validation experi-
ments.

5.4.2 CDOM and DOC

The measurement of the absorption coefficient due to

dissolved organic matter (DOM) should follow the general

procedures prescribed in Bricaud et al. (1981). In addi-

tion, it is important to remove particles down to 0.2/_m

using, e.g., 0.2 #m Nuclepore or aluminum oxide filters, to

minimize scattering contributions to the quasi-diffuse at-

tenuation measurements made by typical spectrophotome_

ters, especially for ultraviolet spectra; laboratory work is

needed in this area to verify that commercially available

0.2 #m filters do not leach organics into the sample.

Spectrophotometric measurements should be made im-

mediately if possible. If they cannot be performed imme-

diately after sample collection, intermediate storage of the

filtrate as frozen samples in dark, clean, glass bottles is per-

missible in current practice. However, the effects of storing

frozen samples before DOM and DOC analyses are not yet

documented in the literature, and laboratory tests should
be carried out before such data are used in SeaWiFS al-

gorithm development. Nevertheless, the DOM and DOC
data from such samples will be valuable, even if they are

only qualitative. Spectrophotometry should be performed

with a double-beam instrument using a 10 cm or longer cu-

vette, with monochromatic light to minimize fluorescence

effects. Scans should be made on multiple replicates from

300-800 nm to minimize photobleaching.

For waters with low values of absorption coefficient due

to DOM, logarithmic extrapolation from ultraviolet wave-
lengths into the visible may be required. The spectral slope

needed for these extrapolations is dependent on both the

spectral region in question and the humic/fulvic acid frac-

tion (Carder et al. 1989). Concentrations of marine humus
can be eluted onto XAD-3 resin columns, or equivalent, us-

ing methanol concentrated by evaporation, diluted (10:1)

in deionized water buffered to pH 8.3, and measured spec-

trophotometrically, which is a procedure similar to that

of Carder et al. (1989), except for separation and dry-
ing into the humic and fulvic acid fractions. The reten-

tion factor for the columns can be examined by comparing
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theabsorptioncoefficientsin the300-370nmregion.This
methodofconcentratingCDOMto measureabsorptionin
thevisiblecanbeaccomplishedusingsmallresinvolumes
(< 50ml). Datashouldbelog-transformedandsmoothed
withamultiple-point(< 20nmrange)runningaverageand
reportedforat leastthefollowingwavelengths:300,320,
340,370, 400, 450, 490, and 520 nm.

5.4.3 Absorption by Particles

The absorption spectrum of suspended particles should

be determined at sea using GFF and a dual-beam spec-
trophotometer. A known volume of water is filtered, and

the combined transmission spectrum of the wetted filter

and particulates is measured with the spectrophotome-
ter. Empirically derived algorithms are then used to calcu-

late the absorption spectrum of the particles in suspension

from the transmission spectrum of the filter plus particles

(Mitchell and Kiefer 1984).

An aliquot (1-2 liters) of seawater sampl e is filtered
through a Whatman GFF (24 or 25 cm diameter, effective

pore size 0.7pm) at low vacuum. Pre-filtered seawater,

using a Millipore GS filter with 0.22pm pore diameter,

is filtered again through a second GFF filter, and this
wetted filter is used as a blank. Thorough saturation of

both filters is necessary (Mitchell and Kiefcr 1988). Fil-
ters are affixed, sample side up, to a quartz slide with a

drop of pre-filtered seawater. The sample-side of the fil-

ter should face the spectrophotometer's light source, with

the glass facing the detector. Spectra should be measured

as soon as possible, because pigment decomposition may
occur (Stramski 1990). Optical density spectra, ODfilt()_)

(which are dimensionless), are scanned from 760 to 390 nm

and to 350 nm if possible. Values of ODnlt(A) greater than

0.4 should be avoided because algorithms correcting for

multiple scattering in the filter have been limited to this

range (Mitchell 1990). Optical density of the particles in

suspension, ODsusp(A), is calculated from ODfilt()_) using

an algorithm of the form suggested by Mitchell (1990)

ODsu,p(A) = CiODalt(£) + C2 (ODnLt()_)) 2. (20)

Previously determined coefficients C1 [0.396 (J. Cleveland,

pers. comm.) and 0.392 (Mitchell 1990)] and C2 [0.496 (J.

Cleveland, pers. comm.) and 0.665 (Mitchell 1990)] are in
general agreement.

Particulate absorption coefficient spectra, ap(._) (units
of m-l), are then calculated from optical density spectra

as

2.3 (ODsu,p(A) - OD,_p(750)), (21)ap(),) = -2-

where X, is the volume of water filtered divided by the

clearance area of the filter (Mitchell 1990). Ongoing in-

vestigations are evaluating uncertainties involved in this

methology, including non-zero absorption at 750 nm, vari-

ability between filter lots, and differences between filter

types (G. Mitchell and J. Cleveland, pers. comm.).
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5.4.4 Total Suspended Matter

All suspended particulate material (SPM) dry weight

(mg 1-1) will be determined gravimetricalty as outlined in

Strickland and Parsons (1972) and specified in the JGOFS

protocols (JGOFS 1991). In general, samples are filtered

through 0.4pm preweighed polycarbonate filters, washed

with three 2.5-5.0 ml aliquots of distilled water, and imme-
diately dried, either in an oven at 75 ° C, or in a dessicator.

The filters are then reweighed in a laboratory ashore, on

an electrobalance with seven-place precision.

5.5 Ancillary Observations

Ancillary observations are often important in flagging

and interpreting apparently aberrant data. A minimal set

of ancillary supporting observations must include:

1) date and time [Greenwich Mean Time (GMT)

and local];

2) geographic location, using the Global Position-

ing System (GPS) if possible, before and after
each cast and at times of satellite and aircraft

overpasses;

3) solar azimuth and zenith angles, as calculated

from position, date, and time;

4) position of the optical cast in relation to the

ship orientation and position of the ship relative

to the sun (sketch in the field notes is recom-

mended);

5) sea state (photographed if possible) with ap-

proximate swell height, direction, and notes on

presence and density of white caps;

6) quantitative measurements of surface wire an-

gles during deployments of the instrument pack-

age;

7) time of cast (begin and end), as well as time and

depth of water samples collected;

8) percent cloud cover and cloud type, and solar

occlusion conditions; and

9) wind direction and velocity.

Desirable additional ancillary measurements include:

a) for radiometric stations, an all-sky photograph

and a photographed time history of sea surface

is advised; and

b) Secchi depth.

5.6 Moorings

5.6.1 Prototype Optical Buoy System

A prototype optical measurement system designed for

long-term buoy deployment with a satellite data telemetry

capability is presently under development and is focused

on satisfying the SeaWiFS optical data requirements. The
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conceptis constrainedby the requirementthat the in-
strumentbecapableofmaintainingmeasurementintegrity
whilebeingunattendedfor longperiodsof time. This
constrainthasleadto a designthat minimizesthenum-
berof movingpartsto one,andhasresultedin thespec-
trographicapplicationof concaveholographicdiffraction
gratings.Theseholographicgratingsprovideanapproxi-
mateflat focalfieldto thedegreethat planarsiliconpho-
todiodearraysmaybeusedasdetectors.Inherentwithin
thistechnologyarethefeaturesofsimplicity,compactness,
durability,andstability.

Theopticalsystemutilizestwospectrographswith a
dichroicwater mirror in order to measure radiometric prop-

erties with high spectral resolution and stray light rejec-

tion. The dichroic mirror is designed to transmit the red

(630-900nm) and reflect the blue portions (380-600nm)
of the spectrum, making the transition from reflectance to
transmittance between 600 and 640 nm. The potential for

stray light is greatly reduced by splitting the visible spec-

trum at the beginning of the water absorption region since
most of the short wavelength energy is diverted from the

entrance slit ()f the long wavelength spectrograph. The

splitting also allows the spectrographs, i.e., gratings and

sampling periods, to be optimized for the two distinctive

spectral domains. A further reduction of stray light for
the long wave spectrograph will be achieved by utilizing a
minus blue filter.

The optical system will be deployed on a slack-line

moored wave rider buoy that has a 10-20 m optical bench

attached. Apparent optical properties will be measured by

a series of remote collectors that are coupled to the instru-

about these instruments, which should be answered during

prelaunch work include:

1. How accurately can Lw()_) be estimated from

L_,(z, )_) at a single near surface depth, using
only an estimate of KL()_) obtained from ocean

color ratios? Is 5% accuracy feasible?

2. How accurately can LwN(Al):LwN()_2) ratios
be estimated with these instruments using only

a single channel Eg(A) measurement for nor-

malization? (Which is contemplated for both

instruments currently being developed, as de-
scribed in section 2.6.) Are the LWN ratios

from clear sky and overcast conditions compa-

rable enough that the drifter data can provide

a basis for interpolating SeaWiFS data through

cloudy periods?

When answers to these fundamental questions are in hand,

it will be possible to draft and implement more detailed

protocols for the use of optical drifters in SeaWiFS radio-

metric validation and algorithm development.

Many potential applications of optical drifters in ocean-

ographic research using SeaWiFS data are more obvious,
but from a radiometric standpoint are less stringently de-

manding. Protocols for those applications are, however,

beyond the scope of this report.

5.8 Sampling and Bio-optical Validation

Spatial and temporal variability in bio-optical proper-

ties will profoundly affect the validity of comparisons be-
tween SeaWiFS and in-water optical measurements. A

ment with fiberoptics. Data will be compressed, stored, single SeaWiFS instantaneous FOV measurement will in-

and forwarded through a NOAA/Geosynchronous Orbital tegrate Lw (A) over approximately a square kilometer, or

Environmental Satellite (GOES) and an ARGOS teleme- larger off nadir viewing angles. Furthermore, the location
try link. accuracy of a single pixel may be several kilometers, ex-

This type of optical mooring represents a new and chal- cept in near-shore areas where image navigation can be im-

lenging technology. Detailed protocols for deploying and proved by using land-navigated anchor points. Bio-optical

maintaining this type of mooring, and for evaluating its profiles measured at a single station are representative of

data quality, must be developed in light of the experience a spatial scale that is only a small fraction of a kilometer.

to be gained over the next 2-3 years. Current practice is Data from a grid of several station locations may be

to apply OMP-8, or similar compounds, to prevent growth required to estimate the spatial averages of optical proper-

of marine organisms on the windows of moored radiometer ties represented by a SeaWiFS pixel, or a block of pixels.
systems. This approach is less satisfactory for IOP instru-

ments, because for collimated light, transmission charac-

teristics of the optical windows can be adversely affected

by the layer of the anti-fouling material.

5.7 Drifting Optical Buoys

Drifting optical instruments are a recent development

and there is almost no history of their quantitative appli-
cation to problems in ocean color algorithm development

and remote sensing radiometric validation. It is probable

that significant experience in the uses and limitations of

such instruments will be gained in SeaWiFS related exper-

iments during the prelaunch period. The critical questions

Because the ship measurements over the grid are not in-

stantaneous, temporal variability in bio-optical properties

can add additional uncertainty to the comparisons. Air-

craft radiometric observations can, conceptually, be used

both to locate comparison sites away from areas of strong

spatial variability and to document changes in the pattern

of spatial variability over the period required for a ship to

occupy all stations in a comparison grid.

5.8.1 Initialization and Sampling

Data intended for direct comparisons between observed

Lu(A) and SeaWiFS Lw(A) estimates should usually be

acquired in areas where bio-optical variability is known
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to beverysmall. Thiswill ordinarilydictatethat such
databeacquiredfromopticallyclear,persistentlyolig-
otrophicwatermasses.Potentiallysuitablesitesinclude
thenortheasternPacificcentralgsrre off Baja, California
(to the southwest), and the central Sargasso Sea. When

planning validation cruise locations and timing, seasonal
and regional cloud cover statistics should also be consid-

ered, to maximize the likelihood of simultaneous SeaWiFS

and shipboard observations. An oligotrophic site in the
northeast Pacific, near Hawaii, is the prime candidate for

placing a moored radiometer for continuous time-series ra-

diometric comparisons with SeaWiFS Lw(A) estimates.

Another set of radiometric comparisons between sur-

face or near surface, and SeaWiFS measurements, should

be made to detect any thermally induced perturbations in

responsivity of the SeaWiFS channels. The spacecraft and
instrument will be heated by sunlight throughout the de-

scending (daylight) data acquisition segment of each orbit

and will be cooled by thermal radiation while in the Earth's

shadow throughout the remainder of the orbit. This cy-

cling is likely to induce transient thermal gradients in the

instrument, as well as a time varying cycle in the tempera-

tures of its detectors and other components; these thermal

variations could affect spectral bandpass and responsivity
of one or more SeaWiFS channels.

A series of radiometric comparison stations should be

made over a wide range of latitude in both the northern

and southern hemispheres, to look for evidence of cyclic

thermal sensitivity. Unfortunately, a set of stations cover-

ing the full range of latitudes cannot all be sited in regions
where mesoscale variability in ocean optical properties can

be neglected. As when acquiring data for developing and

validating bio-optical algorithms (section 5.8.2), a signifi-
cant effort must be exerted to quantify spatial variability

in normalized water-leaving radiance. Airborne radiome-

ter data, in combination with careful characterization of

atmospheric aerosol and cloud conditions, should be em-

ployed to augment shipboard radiometry at the stations

selected for this aspect of the validation.

5.8.2 Validation Sampling

For SeaWiFS algorithm development and validation,
measurements must be made in Case 1 and 2 water masses

spanning wide ranges of optical properties and phytoplank-

ton pigment concentration. In optically transparent, low
chlorophyll, oligotrophic water masses, spatial variability is

usually small and a station location and sampling strategy
much like that discussed above for SeaWiFS radiometric

validation is appropriate.

In turbid, high chlorophyll, eutrophic water masses,

mesoscale and smaller scale variability is often significant.

In very productive Case] water masses, station placement

and other aspects of sampling schemes are identical with

those for Case 2 water masses (below). At algorithm de-
velopment stations, where measurements need neither be

coincident with, nor matched to, SeaWiFS observations, it

will be necessary to characterize spatial and temporal vari-

ability only over the relatively short scales separating the

separate in-water radiometric, optical, and pigment mea-
surements. Airborne ocean color or Iidar characterizations

of spatial variability in the vicinity of these stations will

not usually be essential, although such additional informa-

tion will be very helpful.

At stations where data are acquired for algorithm vali-

dation, and where a match to contemporaneous SeaWiFS

measurements is required, it will be necessary to determine

the patterns of spatial variability over a domain extending

approximately 20 x 20 km centered at the station, and to

center the ship in a 2 × 2 km domain over which K(490)

and chlorophyll concentration vary < 35% about the mean.

In some cases it may be possible to determine spatial vari-
ability adequately from ship station data and along track

measurements alone. In regions of strong mesoscale vari-
ability, however, concurrent aircraft ocean color or lidar

measurements should be used both as a guide for select-

ing the ship's location, and for providing a basis for spa-
tially extrapolating the in-water measurements to match
the much coarser resolution of the SeaWiFS measurements.

Although coastal and continental shelf areas comprise

only 10% of the total ocean area, they provide roughly half

of the oceanic new production and most of the sequester-

able DOC (Walsh et al. 1991). These areas are typically

higher in phytoplankton pigment concentration and may
include colored terrigenous constituents such as DOM and

suspended sediments (Morel Case 2 waters). Precise lo-
cations where offshore Case 1 waters merge into Case 2

waters can neither be determined a priori, or from spac_

derived data alone. To rectify this uncertainty and to ob-

tain data to develop Case 2 algorithms for chlorophyll a

and DOC, new protocols for sampling such waters need to
be established.

To achieve valid comparisons between the ship and sat-
ellite, sharp horizontal gradients and sub-pixel patchiness

must be avoided, and image navigation must have land

anchor points near the study site. Measurements used to

calculate normalized water-leaving radiance must be made
under cloud-free conditions and within five minutes of the

satellite overpass. These conditions are difficult to meet in

Case 2 water masses, where mesoscale and sub-mesoscale

variability is typically very strong. Sub-pixel variations of

no more than ±35% of the mean pixel chlorophyll will be

tolerated. To improve the chances of achieving this crite-

rion, attempts should be made well before the overpass to

place the ship away from fronts and sharp gradients.

Accurate aircraft ocean color radiometry can be espe-
cially valuable for SeaWiFS algorithm validation in Case

2 waters. High altitude, well navigated (< 250m) air-
craft radiance imagery contemporaneous with a satellite

overpass can be used to assess sub-pixel patchiness and

horizontal gradients in the vicinity of ship measurements.

Similarly, flights prior to the overpass can be used to place
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theshipin alowgradientenvironment.Imagingspectrom-
eterssuchastheAirborneOceanColorImager(AOCI)or
AVIRIScanbeusedthepreviousdayto directtheship
to the generallow gradientstudyarea,whilenearreal-
timeinformationfromlow altitudeairborneradiometers
or laserfluorometers,e.g.,OceanDataAquisitionSystem
(ODAS),MARS,andAOL,measuredafewhoursbefore
anoverpasscanbeusedto improveshipplacement.

Throughflow-throughpumpingsystemsor towedsys-
temsoutsidetheshipwake,fluorometrycanbeusedto
assesschlorophyllpatchinessif frequent,i.e.,every10-15
minutesdependingupongradients,chlorophyllfluorescence-
yieldcalibrationmeasurementsareperformed.Towedab-
sorption,scattering,reflectance,andc meters can also be

used to characterize spatial variability when a high degree

of covariance exists between these parameters and chloro-

phyll a concentration in a study area.

5.9 Vicarious Calibrations

An important obligation of any flight project is the pro-

duction of a high quality calibrated Earth-located (level- 1)

data set. Consequently, it is the recommendation of this

workshop to produce a calibrated set of SeaWiFS radian-

ces that have been verified through direct, or vicarious,

calibration techniques.

One potentially useful technique follows the approach

currently in use to verify the responsivity of the AVHRR's

Television and Infrared Observation Satellite (TIROS) sat-

ellite instruments. Twice a year, an aircraft instrument,

which has been recently calibrated directly to the labo-

ratory based NIST traceable standards, should be used

to obtain simultaneous views of a particular ocean scene.

The aircraft scene must be obtained from a high altitude

aircraft, such as the NASA ER-2, and flown at an al-

titude above most of the terrestrial atmosphere. Exist-

ing AVHRR-NASIC (NASA Aircraft Satellite Instrument

Calibration) Project data sets demonstrate a capability to
limit the uncorrected trend in the AVHRR data sets to un-

der 2°/o over two years. This concept may allow an indepen-

dent verification of the atmospheric radiative transfer mod-
els used to 'compute ocean biological quantities when the

aircraft data are used in conjunction with the surface truth

campaign measurements of those ocean biological quanti-

ties. However, the SeaWiFS absolute accuracy require-

ments are more stringent than those associated with the

AVHRR, and a correspondingly more accurate airborne ra-

diometer system (sections 3.3 and 4.3) must be used (also

section 2.3).

6. METHODS OF ANALYSIS

6.1 In-Water Radiometric Profiles

Measurements of upwelling radiance L_,(z, )_), spectral

surface irradiance Es(_), downwelling irradiance Ed(z, .k),

and upwelling irradiance E,,(z, _), should be recorded and
archived at five levels:

Level-0 Raw instrument digital output.

Level-1 Instrument output in volts, or frequency if

appropriate, and depth.

Level-2 Calibrated irradiance and radiance, ancil-

lary measurements in appropriate geophys-

ical or biological units, and depth corrected

for dark/zero offsets.

Level-3 Smoothed profiles of KE(z, _) and El(z, ,k)

or L_,(z, ,k) with irradiance and radiance nor-

malized by measured surface irradiance.

Level-4 Level-3 data normalized to clear-sky, zenith

sun at mean Earth-sun distance, and spec-

trally adjusted to match the actual refer-

ence wavelengths and FWHM bandwidths.

The formats of these data sets will vary somewhat be-

tween individual instruments. The SPO will promulgate

suitable standard format specifications, or guidelines, to

facilitate database management and interchanges of level-

1 through level-4 data, inclusive. These data files should

each contain a header record identifying as a minimumi

1) date and time, i.e., GMT, of the station;

2) geographic location (latitude and longitude in
decimal degrees to nearest 0.001);

3) cloud cover and sky conditions;

4) identification of each variable, including units

and wavelengths, for radiometric channels;

5) source of dark/zero-offset datai

6) calibration date and file identification;

7) instrument identification;

8) method of K-determination (level-3);

9) normalization algorithm (level-4);

10) Secchi depth; and

11) depths of associated water samples, if any.

In addition to profile files, each data set should contain:

a) calibration files used to compute level-2 data;

b) level-0 and level- 1 dark files, and an average dark

voltage file used to compute the corresponding

level-2 files (in some cases a dark value may be

extracted from the deep portion of a profile);

c) files with data from comparisons with a portable
irradiance and radiance reference standard made
in the field and used to track the instrument's

stability during a deployment; and

d) anecdotal and environmental information about

each profile, either in the header, or in an ac-

companying ASCII text file.

The data should be retained at full resolution, but with

contaminated records removed, through level-2. If the data
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are binned prior to K-determination, as is sometimes done

in the derivative method (section 6.1.4), the binned repre-

sentations should be recorded as a level-2a file, in addition
to the full resolution level-2 file.'-

6.1.1 Instrument Calibration Analysis

The data from pre- and post-deployment calibrations

should be compared with: 1) each other, 2) the long-term

history of an instrument's calibrations, and 3) the record of

comparisons with a portable field irradiance and radiance
standard, to be made frequently during a cruise. Based

on this analysis of the instrument's history, a calibration

file should be generated and used to transform the data

from level-1 to level-2. This analysis, and the rationale for

adopting a particular set of calibration coefficients, both

for responsivity and wavelength, should be fully described

in documentation accompanying the data set, preferably
in an ASCII file to be retained on-line with each data set.

6.1.2 Raman Corrections

Marshall and Smith (1990), and references therein, show

transpectral Raman scattering contributes significantly to
measured irradiance between 500 and 700 nm. At a given

wavelength, the Raman contribution is excited by ambi-
ent irradiance at a wavenumber shift of 3,400 cm -1, e.g.,

Raman scattering at 500nm (20,000 cm-l), is excited by

light at 427nm (23,400 cm), and at 700nm (14,286 cm -1)
by light at 565nm (17,686 cm-1). Marshall and Smith

(1990) give a transverse Raman scattering cross section (at

90 °) of 8.2 x 10 -3° cm -2 molecule -1 sr -1, a value within

the range of other published observations. By integration,
they derive a total Raman scattering coefficient

br(488) = 2.6 x 10 -4 m -1. (22)

The wavelength dependence of the Raman scattering cross

section is theoretically similar to Rayleigh scattering

- br(4ss), (2a)

although, this has not yet been experimentally confirmed.

A method for applying Raman corrections to radiance

profiles is suggested and applied to homogeneous clear-

water profiles by Marshall and Smith (1990). A robust

Raman scattering correction model for general application
in more turbid and vertically stratified water masses is

needed. The relative magnitude, and thus importance, of

the Raman signal at each wavelength in the upper three

attenuation lengths should also be investigated more thor-

oughly than has been done to date.

6.1.3 Normalization by-Surface Irradiance

The dominant errors in measured K(z, A) profiles re-

sult from changes in cloud cover causing strong variations
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in incident surface irradiance, Es(A, t), measured at time

t, during the time required to complete a radiometric cast.

In present use, Es(A,t) refers to incident spectral irradi-
ance measured with a deck celi aboard a ship. Smith and

Baker (1984, 1986) discuss a method for propagating E_().)

through the sea surface to estimate Ea(0-,A); they also

present a model for adjusting Ed(0-, )_) to compensate for

solar zenith angle.

An alternative, and conceptually better, scheme for es-

timating Ed(0-, A) is to measure Ed(z_, A) using a radiome-
ter floated away from the ship and held at a shallow depth,

zr, during a cast (Waters et al. 1990). In either case, the

record of Eo(A, t) or E_(z_, t) is recorded together with pro-

files of E_(z,.k,t), E,,(z,)_), and Lu(z,.k). Assuming that

transmission of Ea (A, t) through the surface does not vary
with time, then a simple and effective normalization of the

profiles is obtained as

E'_(z, A) = Ed(z, A)E,(0-, A) (24)
'

where Es(A, t) is the deck cell irradiance measured at the
time t when the radiometer was at depth z and E_(0-, A) is
the me_urement when the radiometer was at the surface.

Some previous investigators have used Es (A, t) at a sin-

gle reference wavelength, e.g., 550nm, to normalize pro-

files, and have thus ignored the usually small spectral vari-
ations in incident irradiance. For SeaWiFS validation and

algorithm development, however, the recommended proto-

col is to use multispectral E_ (A, t), or possibly near-surface

Ed(zr, )_, t), to determine E_(z, A, t) at each wavelength.
Because of spatial separation between the surface and

underwater radiometers, cloud shadow variations are not
L

measured either identically or in phase, by-the two in-

Struments. _Therefore, the Es(A, t_ or Ed(zr, A, t) profiles

should be Smoothed to remove high frequency fluctuations

while retaining variations With periods of 15 seconds or

greater. The smoothed E_(O-,A)/E_(),, t) profiles should

then be applied as a normalizing function to the irradiance

and radiance profiles.

6.1.4 K-Analysis

Normalized and Raman corrected profiles of E_(z, A),

E_(z, A), and L_(z, £) should be fit to the equations

- f Kd(z',A)dz"
Ea(z, A) ----Ed(0-, A) e o , (25)

s

- f K.(z',),)dz'
E,,(z, A) = E_(0-, A) e 0 , (26)

and

_ j_ KL(Z',X)a z'

: e 0 , (2r)

respectively. The vertical profiles of attenuation coeffi-

cients Ka(z, A), K_,(z, A), and KL(Z, A), in conjunction

¢



MuellerandAustin

with the respectivesurface values Ed(0-,A), E.(0-,A),

and L,,(0-,A) providecomplete specificationsofsmoothed

irradianceand radiance profiles.

Ifthe naturallogarithm of (25),(26),and (27)istaken,

equations ofthe followingform are obtained

Z

-f tC(z)dz= In(E(z))-In(E(0-)), (28)

so that

d ln(E(z)) I (29)K(z) - dz z

The traditional method of K analysis, e.g., Smith and

Baker (1984 and 1986)i is to estimate K(z) as the local

slope of measured ln(E(z)) in an interval of a few meters
centered at depth z,_, i.e., at depths near depth zm,

ln(E(z)) =_!n(ff_(z,,)) - K(zm)(z - zm). (30)

The unknowns ln(E(zm)) and K(z,_) are determined as

the intercept and (negative) slope of a least-squares re-

gression fit to measured In (E(z)) data within the depth
interval zm - Az < z < zm + Az. The half-interval Az

is somewhat arbitrary. Smith and Baker (1984 and 1986)

suggest a Az of approximately 4 m, but for noisy profiles

a Az as large as 10 m may be needed to smooth over in-

cident irradiance fluctuations left as residuals by the deck
cell normalization.

When this method is used, the shallowest possible val-

ues in the smoothed/_(z) and K(z) profiles are at depth

Az m, and the deepest values are Az m above the deepest

measurements in the profile. If obvious ship shadow effects

are present in the data, the shallowest valid smoothed data

point will be at depth zs + Az, where zs is the depth to

which the data are regarded as contaminated and are ex-

cluded from the analysis.
It is often convenient, although not necessary, to pre-

average radiometric data into, e.g., 1 m, bins prior to per-
forming the least-squares analysis. If this is done, the data

should be pre-filtered to remove any noise spikes and then

averaged before it is log-transformed.

A corollary to having a large database, is the need to

facilitate its manipulation and analysis in order to make

its application to various tasks feasible. For example, in

the proposed SeaWiFS effort, radiometric measurements

from many oceanographic stations will be examined. Each
station will require one or more vertical profiles from the

surface to depths of up to 200 m of downwelling irradi-

ance, upwelling radiance, and upweiling irradiance in at

least 5-8 spectral bands. Using a multispectral radiome-

ter during a profile, such as the MER class of instruments,

the data in all channels will be sampled contemporane-

ously and recorded digitally 2-10 times per meter. These
are level-1 data and are stored in files for subsequent pro-

cessing and analysis.

Level-2 through level-4 data give increasingly .refined

processed information in each successive level, thereby re-

quiring various amounts of intervention from the analyst.

After appropriate editing to remove artifacts such as the
effects of ship shadow, vertical profiles of K are computed

from the logarithmic decrement with depth of the radio-

metric profiles. Direct derivative method calculations of

Ks using computer techniques (see above) require the use
of a depth interval so large, frequently 20 meters, that in-

formation about the slope and, hence, about K near the

top and bottom of the profile is lost, and averaging over

such a large interval causes the slopes in sharply defined

layers, e.g., regions of high gradients, to be poorly repre-

sented. Attempts to reduce these effects by using a signifi-

cantly smaller depth interval results in unacceptably noisy

K profiles.

An improved approach, suggested by Petzold (1988), is
to fit a series of analytic functions to the radiometric data

using non-linear least-squares regression fitting techniques.

The profiles are broken up into as many layers as required,
and functions are fit to each layer with the constraint that

the functions and the derivatives of the functions be every-
where continuous and finite. It is found that the logarithm

of the radiometric data versus the depth can be fit by a se-

ries of hyperbolic tangents superimposed on straight lines

using this technique. The data for a profile consisting of

two layers can be matched by using the analytic expression

together with the values of five parameters derived from

the regression fitting procedure. In analyses of 2,100 pro-

files, the most complicated profiles encountered required

20 parameters--most required 5 or 10.
With the analytic form of the curve fitting the data,

it is a simple matter to differentiate the function to deter-

mine the slope of the radiometric profile and obtain noise-

free profiles of K. Using this technique, Petzold is able to

store a very large database in a very compact form, stor-

ing only the parameters and the program for reconstruct-
ing the data. Additional analyses can be easily performed

using the analytic representation of the data in lieu of the

original large discrete data files.
The basic functional form of the expression used to fit

the data is

Y= P, + P2B + P3 + __ ,
(31)

where B =/94 - X, A = eB/P_,/91 through Ps are coeffi-

cients to be determined in the analysis, X is the depth in

meters, Y is the base 10 logarithm of the radiometric mea-

surement, i.e., the downwelling irradiance (Ed), upwelling

irradiance (E_) or upwelling radiance (L_). The form of

(31) is a hyperbolic tangent superimposed upon a straight

line. It has a point of inflection at X = P4,Y = 191 and ap-

proaches the asymptote Y =/>1 + P2 B -1-/>3 as X becomes

larger or smaller than/>4.
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The first derivative is

d---X -- -/>2 - _55 (32)

WhenX=/>4, B=0andY=Pz

dY 1>3

dX- 1>2 1>5" (33)

K may be defined as the slope of the plot of the natu-

ral logarithm of the measured radiometric variable against
depth, or

dY
g-- 2.3026--. (34)dX

At the point of inflection (X =/>4 and Y = P1)

K = 2.3026 (P2 + _-_as) . (35)

In the limit, K ---* 2.3026P2 and K will not exceed some
finite value.

The method described above was applied to radiomet-

ric profile data from six cruises covering a wide variety of

ocean regimes and latitudes from 24.0-77.4 ° N. Approxi-

mately 2,100 profiles were fitted, and typically, the stan-
dard deviation of the ratio between the function derived

from the regression method and the original radiance and

irradiance data was 6% or less. For a large fraction of the
fitted profiles the standard deviations were between 1-3%.

An alternative method of determining K-profiles has

been recently developed by Mueller (1991). Radiometric

profiles are repz'esented in terms of optical depth r, which
from (25), (26), and (27)is

Z

T(z,),) = --/K(z',_)dz'= In {'E(0-,_)_ (36)
\ E(z, A) ]"

0

The K-profile is represented analytically by Hermitian cu-

bic polynominals _j(_) over finite depth elements. The

argument _ is a local coordinate such that _ = 0 at the

center of a finite depth element, _ = -1 at the shallow

end-point (node) of the element and _ --- 1 at the deep

node. Hermitian cubic polynomials are defined in any text

on finite element modeling, e.g., Pinder and Gray (1977).
At depth z, K(z, )_) is expressed as

K(z, A) = _'0(),)70z(_ ) + 0_K0()_)Tzz (_) (37)
+ _1 (x)_0_(_) + 0z?i'l (,x)_12(¢),

where K0 and K1 are values of K, and O_]_0 and 0zK1

are its vertical derivatives, at the two nodes of the depth

element containing z. With this representation of K(z, ,k),
it is possible to write (36) for each measured depth zm as

the weighted sum

N

r(zm, _) = Z(h,,_,,(K,_ + hm,,,+NOz-K,, (38)
n=0

for SeaWiFS Validation

for the n = 0, l, ... N nodes dividing the water column

into N depth elements. The coefficients h_j are obtained as

analytic integrals over the Hermitian polynominals "Yij for

the finite elements above and including depth z; h_j -- 0
for elements below the one containing z. Since such an

equation may be written for every measured optical depth,
the profile may be represented in matrix form as

¥ = H_, (39)

where ¢ is the vector of measured optical depths, H is the

matrix of coefficients h_j and K is the vector of Kn and
0_ Kn at the N nodes. The least-squares solution for the

unknown vector K is obtained as

[HTH] -1= HT¥, (40)

which with (37) yields the complete profile K(z).

The surface boundary condition assumed by Mueller
(1991) is that K(z) is constant between the sea surface

(node 0) and the first subsurface node (node 1). If obvious

or suspected ship shadow effects are present in the upper

profile, the depth of node 1 is set immediately below the
affected area and the data in that top element are excluded

from the fit; the solution to (40) at nodes 0 and 1 are,

in this case, determined entirely by the data from depths
below node 1.

The solution at the deepest node is not constrained

and depends only on the observations in the depth ele-

ment immediately above it. The one-sided solution to (40)

is often unstable at this node. If two nodes are placed close
together at the bottom of the cast, then the unstable so-

lution is confined to only the bottom node, which may be

discarded after (40) is solved.

In order to solve (40), the surface values of Ed(0-, _),

E_(0-,_), and L_(0-,_) must be independently deter-

mined or specified. At present, this is done iteratively

by requiring the solution to closely approximate the mean

value of measurements in the top 1-2 m of the profile. Data

from this near-surface layer are usually not significantly af-

fected by ship shadow, but they may be severely affected

by irradiance fluctuations associated with light focusing by
surface waves. Additional research is needed to develop a

more objective method of determining these surface values.

Currently, the placement of nodes is largely subjective,

even when guided by structure in accompanying c(660) and

chlorophyll fluorescence profiles (Mueller 1991). Qualita-
tively, the integral solutions mimic the structure in the

c(660) and fluorescence profiles more faithfully than do

the derivative solutions; they also do a better job of filter-
ing irregularities that are apparently associated with large

fluctuations in deck cell irradiance. Quantitative evalua-

tion of sensitivity to exact node placement is in progress.

Development of objective criteria for node placement will

require further research.
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6.1.5 Finite Bandwidth Correction

Siegel et al. (1986) and Marshall and Smith (1990) dis-

cuss the effects of finite spectral FWHM bandwidth, and

the normalized response function, on determination of the

attenuation coefficient K(/X) for a vertically homogeneous
water column. Given a channel's nominal wavelength _

and normalized response function h(),), the apparent at-

tenuation coefficient measured in a homogeneous water col-

umn is approximately

OO

f K()_)h(),)e-K(X)Zd£

K_(z,A') = o
OD

f h(),)e-K(x)zd,h
o

(41)

Marshall and Smith (1990) applied a correction for this ef-

fect to clear-water profiles of Ed(z, 589). In general, correc-

tion of K(z, ),') for finite bandwidth effects associated with
K for pure water is straightforward. Additional research

will be needed to model, from the spectral irradiance data

itself, additional bandwidth effects associated with attenu-

ation by phytoplankton and other particles, and to correct

K(z, ,k) accordingly.

6.1.6 Extrapolation to the Sea Surface

Because of surface waves, it is rarely possible to mea-

sure Ed, E,,, or L_ at depths that closely approximate

z _ 0-. The shallowest reliable readings typically occur at

depths ranging from 0.5-2 m, and the data from this zone

usually exhibit strong fluctuations (associated with surface

waves) and require some form of smoothing or averaging.

It is almost always necessary to apply some means of ex-

trapolating the data upward to the sea surface. Whatever

method is used should reconcile extrapolated Ed(0-,A)

with deck measurements E_ (_).

If K(z) profiles are determined using the derivative
method, the shallowest smoothed estimates will occur at

depth z0 = Az, if there are no ship shadow effects. The

usual procedure is to extrapolate values to z -- 0- as

Ed(O-, A) = Ed(zo, A)e tcd(z°'x)Z°, (42)

E_(0-, A) = E_,(zo, A)e K_(_°'x)z°, (43)

and

Lt,(O-, ,k) = L,,(zo, ,k)e KL(Z°'x)*°. (44)

If ship shadow is present, z0 may be 20 m or more, and the

extrapolation becomes somewhat tenuous.

If the integral method is used to determine K(z) pro-

files, then Ed(0-,)_), Eu(0-,)_), and Lu(0-,A) are auto-

matically determined as part of the fitting procedure. The

surface values thus obtained are not necessarily superior

to those obtained by extrapolating the derivative method

solutions, but they do have the advantage of representing

an internally consistent fit to the entire profile beneath the

surface boundary layer.
By either method, extrapolation of measured Ed(z, )_),

E_,(z, )_), and L,,(z, _) to z = 0- becomes very difficult at
)_ _> 670 nm. At these wavelengths, the rapid decrease in

daylight over an extremely shallow first attenuation length

may compete with an increase in flux with depth due to

chlorophyll fluorescence. Additional research is needed

to address measurement and estimation of Ed(0-, _) and

L_(0-, _) at these wavelengths, especially in chlorophyll-
rich Case 2 waters.

6.1.7 Spectral Adjustments

New methods must be developed to reconcile in-water

measurements Lt,()_0 + A),I, 0-) integrated over a sensor

response function hi(A) with SeaWiFS measurements of

Lt(A0 + A),2) integrated over a wider sensor response func-

tion h2()_). The challenge is to account for differing ra-
diometric sensitivities to fine-scale Fraunhofer structure in

extraterrestrial solar spectral flux F()Q, as modified by at-

mospheric spectral transmittance t(A) and oceanic spectral

reflectance RL(A). By assuming F(A) is exactly known,
and that over the wavelength range defined by h2 ()_) and

hl(_), t(_) and RL()_) vary slowly with wavelength, it

should be possible to adjust the Lw()_o + A)q) derived di-

rectly from the in-water instrument, to estimate the water-

leaving radiance Lw(Ao + A£2). This will be transmit-

ted through the atmosphere and contribute to Lt(,_0 +

AAu) measured by SeaWiFS. At the very least, this type

of correction should be practical for a given atmosphere.

Prelaunch radiative transfer model sensitivity studies and

experimental verifications should be done to determine the
magnitudes and accuracies of such corrections for the var-
ious SeaWiFS bands.

6.1.8 Normalized Water-Leaving Radiance

To standardize the in-water SeaWiFS algorithms, it

is necessary to normalize measured Lw()Q to those that
would be measured were the sun at the zenith, at the
mean Earth-sun distance and with the effects of the at-

mosphere removed. Following Gordon (1988), normalized
water-leaving radiance may be defined as

LWN(,X) = t(,k, 0o) (1 --p(00)) cos00 , (45)

where 0o is the solar zenith angle, p(Oo) is the air-water

Fresnel reflectance for incident angle Oo, t(,_, 0o) is the at-
mospheric transmittance and/_ is the mean Earth-sun dis-

tance. The Earth-sun distance on the day of the measure-

ment, r, is given by

= (46)1 + 0.0167cos

where D is the sequential day of the year.
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The(r/R)2 adjustmentwasnot employedby Gordon
andClark(1981)or Gordon(1988)becauseit cancelsin
ratioalgor!thms,andthemeasurementstheyusedwereall
takenwithin thespanof a fewmonths,sothissourceof
variationwasverysmallin theirdata.Therangeof varia-
tionin (r//_)2isapproximately6%overafull annualcycle.
Thisadjustmentshouldbemade,nevertheless,for it be-
comesimportantin algorithmspredictingabsolutevalues
ofLw(A), as in the clear-water radiance model of Gordon

and Clark (1981), and in algorithms for either estimating

or detecting anomalously high water reflectances in, for

example, a coccolithophore bloom.

6.2 Moored Radiometry

Methods are not highly developed for analyzing data

from moored radiometers to calculate LWN()_). The prin-

ciples of this analysis are well understood, but the commu-

nity has had little experience with moored measurements

of Lu(z, A), determination of gL(z, )_), and extrapolation

to L_(0-, A). The moored optical system being developed

by D. Clark of NOAA's National Environmental Satellite

Data Information Service (NESDIS) for SeawiFs/MOD!S

is the first system to be specifically engineered to address
this problem.

Smith et al. (1991) successfully acquired a nine-month

time series of spectral Ed(z, A, t) and L_,(z, A, t) at three
depths (33, 52, and 72 m); they placed an additional above-

water radiometer on a surface float, but this unit failed

and provided no data. Smith et al. (1991) analyzed the

Kd(441) time series over 0-32 m, using a broad-band irra-

diance measurement to estimate Ed(0-, 441) and 32-52m

depth intervals. They did not, however, estimate KL(A)
for L_(A). They also developed and evaluated algorithms

for estimating phytoplankton pigment concentrations from

spectral reflectance and from chlorophyll fluorescence at

L_(683) stimulated naturally by incident daylight; they

demonstrate that continuous time series of Kd(A,t) and
pigment concentration may be measured using this type of
moored system.

Smith et al. (1991) and Dickey et al. (1991) together

illustrate methods that can be used to specify protocols

for oceanographic analyses of bio-optical time series mea-

sured using moored optical systems. Such protocols would

be very valuable for planning and executing oceanographic

studies using data from moored systems together with Sea-

WiFS time series datai the), are not, however, directly rel-

evant to SeaWiFS validation. It is anticipated that optical

protocols for U.S. and International JGOFS will be pub-
lished by working groups convened by these programs.

6.3 Aerosol Optical Depth

If multiple measuremen_ of the solar beam are ob-

tained during stable atmospheric conditions, then'the Lan-

gley method can be used to obtain the atmospheric trans-

for SeaWiFS Validation

mittance. This method consists of plotting the natural

logarithm of the voltage from the sun photometer versus

the inverse of the cosine of the solar zenith angle. The

slope of this straight line is the total optical depth of one
atmosphere. If only single measurements are obtained, the

instrument calibration is applied to determine radiance,
which can be combined with the extraterrestrial solar Jr-

radiance to calculate the atmospheric optical depth.

To obtain the aerosol optical depth, total optical depth

must be used with computed optical depths due to molec-

ular scattering (Rayieigh optical depth), and absorption

by ozone and other important gases (NO_ for some spec-

tral bands). By subtracting the optical depths of these

well-mixed gases from the total measurements, the aerosol
optical depth can be determined.

6.4 Sky Radiance Distributions

Sky radiance distributions Lsky measured with a cal-
ibrated radiance distribution camera, and perhaps aug-

mented by sun photometry or narrow FOV Lsky discrete
measurements in the zenith-sun plane, will be used to es-

timate the aerosol phase function (Voss and Zibori 1989).
Development of detailed protocols and methods_ of anal-:

ysis, including new inverse modeling techniques, for es-
timating aerosol optical depths and phase functions will

require new research. The spectral mean cosine _a(0 +, A)
for downwelling radiance at the sea surface will be cal-

culated directly from radiance distribution camera data,

when available. Under cloud-freeconditions , _a(0 + , A) Can

also be estimated by measuring Esky(A)+ Esun(A) with an
irradiance deck cell; the algorithm for these computations

is given by Gordon (1989).

When a spectral radiance distribution camera system

is not available and skies are not cloud free, it may be

possible to estimate _d(0 +, A) from some combination of

deck cell unshaded E_ky(A) + Es_,(A) and shaded Esky(A)
measurements, all-sky photographs and measurements of

Lsky(A,0i,¢i) made at discrete angles with a hand-held
radiometer. Additional research will be required to de-

velop and test viable protocols for _d(0 +, A) estimation

from these types of measurements.

6.5 Phytoplankton Pigments

6.5.1 HPLC Pigment Concentration

The JGOFS protocols and standards for IiPLC pig-

ment concentration analysis (JGOFS 1991) will be the pri-

mary method of determining pigment concentrations for all
Sea_ViFS algorithm development and validation activities.

6.5.2 Fluorometric Determination

Protocols for fluorometric determination of the concen-

trations of chlorophyll and phaeopigments were developed

initially by Yentsch and Menzel (1963) and Holm-Hansen
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et al. (1965) and are described in detail by Strickland and
Parsons (1972). These measurements have beer/shown to

contain errors, as compared to HPLC determinations, e.g.,

Trees et al. (1985), the CZCS photoplankton pigment con-
centration algorithms were based on them entirely. The

SeaWiFS protocols for this analysis will be those given in

Strickland and Parsons (1972) as updated by Smith, Baker,

and Dustan (1981).

6.5.3 In situ Chlorophyll a Fluorescence

In situ fluorometers produce nearly continuous profiles

of artificially stimulated chlorophyll a fluorescence. Level-1

fluorometer data (in volts) should be converted to level-2

simply by subtracting an offset, determined by shading the

instrument on deck. For qualitative guidance in K-profile

analysis, level-2 (or even level-l) fluorometer profiles are
adequate.

To produce vertical profiles of pigment concentration,

HPLC derived pigment concentrations from water samples

at discrete depths should be interpolated with the aid of

in situ fluorescence profiles, for SeaWiFS bio-optical algo-

rithm development. These fluorescence interpolated pro-

files should then be used with Kd(z, )_) profiles to compute
optically weighted pigment concentration over the top at-

tenuation length (Gordon and Clark 1980).

6.6 Beam Attenuation Coefficient

Raw beam transmissometer voltage profiles V(z) are

first corrected for any range-dependent bias of the A/D
data acquisition system (section 5.2.1). The corrected volt-

ages V(z) are then further adjusted for instrument drift

(since factory calibration) with the equation

V(z) = (9(2:) -- Vdark ) V'air (47)
Vair '

where Vd_rk is the instrument's current dark response with

the light path blocked, and V'air and Vair are, respectively,

the current air calibration voltage (section 5.2.1) and the

air calibration voltage recorded when the instrument was

calibrated at the factory. V(z) is then converted to trans-

mittance T(z, )_) over the transmissometer's path length,

r, following the manufacturer's instructions for the partic-
Ular instrument.

The beam attenuation coefficient c(z, A) is then com-
puted as

c(z, A)= _! ln(V(z, _)) (48)
r

which has units of m -1. The apparent values of c(z,;_)
should be further corrected, again following the manufac-

turer's instructions, for the finite acceptance angle of the

instrument's receiver; this is usually a small, but signifi-

cant, correction. Finally, the beam attenuation coefficient
due to particles is computed as

c,(z, _) = e(z, A). - c,_( A), (49)

where cw()Q is the beam attenuation coefficient, i.e., the

stim of absorption aw(A) and scattering b_(A), for pure

water. Smith and Baker (1981) tabulate a_(,k) and bw(,k)

over the spectral range of interest here.

6.7 Hydrographic Analyses of CTD Files

Each CTD profile should be pre-filtered to remove any
depth reversal segments resulting from violent ship or hy-

drowire motions. This will remove many instances of sa/in-

ity spiking, an artifact which occurs when water tempera-

ture changes at a rate faster than the conductivity probe

can follow. The CTD data should be processed to profiles

of potential temperature (o C), salinity (Practical Salinity

Units [PSU] based on the Practical Salinity Scale of 1978,

PSS78), and density (Kgm -3) using the algorithms en-

dorsed by the UNESCO/SCOR/ICES/IAPSO Joint Panel
on Oceanographic Tables and Standards and SCOR Work-

ing Group 51 (Fofonoff and Millard 1983).

At this stage, each set of CTD profiles should be care-

fully examined to detect any significant static instability

artifacts resulting from salinity spiking. After any such

major artifacts are removed by editing, the data should be
further smoothed by averaging temperature and conduc-

tivity data into 2 m depth bins, and the final profiles of

salinity, density, and other derived parameters should be

recomputed using the smoothed CTD profile.
At each station, depictive hydrographic analyses should

include T-S profile characterizations of water masses and

features in the density profile, which appear to be related

to physical mixing and stability, should be compared with
features in the corresponding bio-optical profiles. CTD

profiles from horizontal transects, or two-dimensional grids,

of stations should be used to compute two-dimensional sec-

tions, or three-dimensional gridded arrays, of geostrophic
currents, temperature, salinity, and at. These analysis

products, together with corresponding 2-D or 3-D repre-

sentation of bio-optical variability, can be used to estimate

the relative importance of advection and isopycna[ mixing

in redistributing or modifying upper ocean optical proper-

ties during a cruise.
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A/D
ALSCAT

AOCI

AOL

ARGOS

ASCII

AVHRR

AVIRIS

CDOM

CPU

CTD

CW

CZCS

DOC

DOM

ER-2

FOV

FWHM

GAC

GASM

GFF

GMT

GOES

GPS

GSFC

HPLC

IAPSO

ICES

I/O
IOP

IR

JG OFS

MARS

MERIS

MODIS

GLOSSARY

Analog-to-Digital

Alpha and Scattering Meter (Note: the symbol

(_ corresponds to c(A), the beam attenuation co-

efficient, in present usage).
Airborne Ocean Color Imager

Airborne Oceanographic Lidar

Name given to the data collection and location

system on the NOAA Operational Satellites (not

an acronym)
American Standard Code Information Interchange

Advanced Very High Resolution Radiometer

Advanced Visible and Infrared Imaging Spec-
trometer

Colored Dissolved Organic Material

Central Processing Unit

Conductivity, Temperature, and Depth
Continuous Wave

Coastal Zone Color Scanner

Dissolved Organic Carbon

Dissolved Organic Matter

Earth Resources-2

Field-of-View

_ll-Width Half-Maximum

Global Area Coverage

General Angle Scattering Meter

Glass Fiber Filter by Whatman
Greenwich Mean Time

Geosynchronous Orbital Environmental Satellite

Global Positioning System
Goddard Space Flight Center

High Performance Liquid Chromatography

International Association for the Physical Sci-
ences of the Ocean

International Council on Exploration of the Seas

Input/Output

Inherent Optical Properties
Infrared

Joint Global Ocean Flux Study

Multispectral Airborne Radiometer System
Medium Resolution Imaging Spectrometer

Moderate Resolution Imaging Spectrometer

NAS National Academy of Science

NASA National Aeronautics and Space Administration

NASIC

NESDIS

NIST

NOAA

NOARL

OCTS

ODAS

OFFI

OSFI

PAR
POC

POLDER

PON

PSU

QED

ROSIS

ROV

SCOR

SeaWiFS

SNR
SPM

SPO
SPSWG

SST

T-S

TIROS

TSM

UNESCO

UVB

VISLAB

WMO

WOCE

a(z, )_)

ap

b(z, x)
b(O, z, Ao)

bb(z, A)

c(z, )0
c(z, 660)

c,
E_(_)

E¢_l

Ed (0÷,_)
Ea(O-, A)

Ed(z, _)
E,(X)

E, ky(X)
E, un(A)

E_(z, ,X)
E_(_,X)

NASA Aircraft/Satellite Instrument Calibration
National Environmental Satellite Data Informa-

tion Service

National Institute of Standards and Technology

National Oceanic and Atmospheric Administra-
tion

Naval Oceanographic and Atmospheric Research
Laboratory

Ocean Color and Temperature Sensor (Japanese)

Ocean Data Acquisition System

Optical Free-Fall Instrument

Optical Surface Floating Instrument

Photosynthetically Available Radiation
Particulate Organic Carbon

Polarization Detecting Environmental Radiome-

ter (French)
Particulate Organic Nitrogen

Practical Salinity Units

Quantum Efficient Device

Remote Ocean Sensing Imaging Spectrometer,

also known as the Reflecting Optics System Imag-

ing Spectrometer

Remotely Operated Vehicle

Scientific Committee on Oceanographic Research

Sea-viewing Wide Field-of-view Sensor

Signal-to-Noise Ratio
Suspended Particulate Material

SeaWiFS Project Office

SeaWiFS Prelaunch Science Working Group

Sea Surface Temperature

Temperature-Salinity
Television Infrared Observation Satellite

Total Suspended Material

United Nations Educational, Scientific, and Cul-

tural Organizations
Ultraviolet-B

Visibility Laboratory (Scripps Institute of Oceanog-
raphy)

World Meteorological Organization

World Ocean Circulation Experiment

SYMBOLS

Spectral absorption coefficient

Particulate absorption coefficient spectra

Total scattering coefficient

Volume scattering coefficient

Spectral backscattering coefficient
Total Raman scattering coefficient

Spectral beam attenuation coefficient
Red beam attenuation (at 660 nm)

Beam attenuation coefficient due to particles

Irradiance in air

Calibration source irradiance

On-deck spectral irradiance

Incident spectral irradiance

Downwelled spectral irradiance
Surface irradiance

Spectral sky irradiance distribution
Spectral sun irradiance distribution

Upwelled spectral irradiance
Irradiance in water

40



MuellerandAustin

F, (),)
F_(),)

C(,, ),)
K(z, _,)
KE(X)

KL(Z, _)

L(z, e, ¢)
Lcal

Lsky (X)
Lt

L,,(z, X)
Lw()_)

LWN()_)

n_()_)
n_( )_)

ODfilt()t)

P()_)

Q(_)

RL(z, )_)

(_)
r_(_)

3(z, _, o)
6

c

Ao

_d (0+, _)

_(_)

r(z,_)
_,(_)

Emersion correction factor

Field-of-view coefficient

Solid angle dependence with water deptil

Diffuse attenuation coefficient

Attenuation coefficient downwelled irradiance

Attenuation coefficient upwelled radiance

Submerged upwelled radiance distribution
Calibration source radiance

Spectral sky radiance distribution

Radiance at top of atmosphere

Upwelled spectral radiance

Water-leaving radiance

Normalized water-leaving radiance

Index of refraction of Plexiglass
Index of refra_ction of water

Optical density spectra of filtered particles

Optical density spectra of suspended particles

Polarization sensitivity

Lu(O-, )_) to Eu(O-, )_) relation factor (theoret-

ically equal to _r)

Spectral reflectance

Transmittance correction through glass

Transmittance through the surface

Transmittance through a water path

Spectral volume scattering function

Cosine response asymmetry

Cosine collector response error

Center wavelength

Any nominal wavelength

Spectral mean cosine fc)r downwelling radiance
at the sea surface

Minimum ship-shadow avoidance distance

Bidirectional reflectance

Spectral optical depth

Spectral solar atmospheric transmission
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